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Introduction

“You can't handle the truth!”
- A Few Good Men (1992)

There's a reason that this movie quote became a cultural touchstone. These words speak to a deep tension within us as individuals and within organizations as a whole. We may think we want the truth, but sometimes the facts can be difficult to handle, causing us very unpleasant emotions. Our minds tend to flinch away from these facts, preferring instead to seek out the comfort of our pre-existing beliefs.

What separates true leaders – at every level of an organization – from just those with titles is the ability to face these unpleasant facts, handle the uncomfortable emotions evoked, and take the needed steps to accomplish the organization’s priorities. Being a truth-seeker involves undertaking the sometimes-difficult work of expanding one’s comfort zone and challenging one’s pre-existing notions for the sake of seeing the truth of reality. If you are not prepared to put some labor into this endeavor, I recommend you put this book down and turn to something better suited to your preferences. If you are, read onward!
For those who read onward, I want you to know that the effort you put into truth-seeking will be very much worth it. Even from a purely emotional perspective, a more clear view of reality will pay great dividends down the road. Sticking to pre-existing beliefs that do not align with reality causes us to develop unrealistic expectations, and we inevitably grow stressed, anxious, and depressed when our bubble is popped by the sharp needle of reality. So while it might not be pleasant to face the facts in the moment, in the long run you will be much better off in getting to the unpleasant realizations quickly, updating your beliefs to match the facts, and aligning your emotions to a more accurate understanding of reality.

Of course, the emotional payoff is just one part of the benefit you gain in orienting toward inconvenient truths instead of comfortable falsehoods. Perhaps an even bigger benefit comes from avoiding bad decisions.

Everything in our lives, personal and professional, results from our decisions. Making good decisions depends on us having the right information. Did you ever hear the acronym GIGO? That stands for “garbage in, garbage out” and stems from the field of information technology in reference to computers producing the wrong output if they get fed bad information. Our brains are in essence
organic computers that make decisions based on the information they get. If we feed them bad information based on us holding false beliefs, we will make bad decisions, in our private and professional lives.

These bad decisions are costly. In our everyday life, bad decisions cause us to lose money, time, relationships, health, and happiness. Making bad decisions in the workplace results in our organizations losing money, time, and reputation, as well as undermining teamwork and employee morale.

Now, you may not want to hold false beliefs and suffer the consequent unrealistic expectations or bad decisions. However, avoiding false beliefs is not easy. Research shows that false beliefs and their consequences come from faulty wiring in our brains that causes flawed thinking, feeling, and behavior patterns: what the scientific literature calls cognitive biases.

When I began to learn about this field while pursuing my doctoral degree, what surprised me most was that much of our bad decision-making comes from failing to understand the role of emotions in making decisions. I thought of myself as a relatively unemotional person, one who lets his
cold analysis determine his behavior. Boy, was I wrong!

Fortunately, recent scholarship shows we can address these problems by using debiasing strategies discovered by scholars in behavioral science fields to address these cognitive biases. Unfortunately, much of this research is trapped in dry academic papers in journals read only by other academics.

To me, this situation is intolerable. It is appalling to see these resources that can address some of the worst problems we face confined to so few. My knowledge of this situation comes from my professional experience as a scholar specializing in truth-seeking, rational thinking, and wise decision-making in business and other spheres. I researched these topics as a professor at The Ohio State University, specializing in the history of behavioral science.

While pursuing my scholarly career, I began to speak about decision-making and emotional and social intelligence outside of academia. My keynotes and seminars drew widespread acclaim and top marks from audiences, leading to speaking engagements at prominent associations and companies. Forward-looking leaders soon began to hire me as a consultant and executive coach before launching
major new projects, to improve current processes and team culture, and to avoid future catastrophes. You can learn more about my work in that sphere on my website, GlebTsipursky.com.

My ability to communicate research-based strategies clearly and eloquently, and adapt them to business realities, resulted in my work being featured in over 400 articles in a variety of venues, such as Inc. Magazine, Time, Newsweek, Scientific American, Psychology Today, The Conversation, Salon, Business Insider, Government Executive, Lead Change Group, New York Daily News, The Plain Dealer, The Dallas Morning News, Sun-Sentinel, Arkansas Democrat-Gazette, Buffalo News, Inside Higher Ed, The Huffington Post, and The Chronicle of Philanthropy. I appeared in over 350 guest interviews, including US televised appearances on CBS News and internationally on the Australian Broadcasting Network; US and international radio appearances, including on NPR, WBAI,KGO, 700WLW, KRLD, AM980, KCRW, KSKQ, KKNT, KTRS, WMNF, WSNY, WCOL, and Sunny 95; and a wide variety of podcasts and videocasts.

I wrote several books, and two became #1 Amazon bestsellers, Find Your Purpose Using Science and The Truth-Seeker's Handbook: A Science-Based Guide. You are currently holding the revised, second edition of the latter book, which includes more resources on
effective decision-making, based on the requests of my clients who read the first one.

Passionate about helping organizations and leaders avoid disaster, I also use my expertise to advance global flourishing through civic activities. To that end, I co-founded the nonprofit Intentional Insights in 2014 to create content promoting truth-seeking, rational thinking, and wise decision-making for a broad audience. I donate my time and my money – including over half the proceeds of this book – to Intentional Insights.

If you wish to join me as a fellow truth-seeker, you can take advantage of the research-based strategies described in this book to address the cognitive biases present in all of us. We need to avoid trusting our gut reactions and recognize when our intuitions steer us awry. While we all are impacted by such problematic mental patterns to some degree, studies show that each of us has our own peculiar mix, and it is up to you to learn your own vulnerabilities and how to address them. Likewise, you can learn and integrate strategies for addressing these cognitive biases into your organizations.

For instance, I suffer from optimism bias, the belief that everything will go well. As a result, if I just go with my intuitions, I will take excessive risks, not
prepare for potential problems, and run into many bad situations when interacting with others due to assuming the best of people, which is unfortunately not a safe assumption. This failure mode resulted in a systematic pattern both of unmet expectations and bad decisions that has seriously harmed my quality of life in the past. Only by using the debiasing strategies discussed in this book have I been able to address this debilitating problem.

My wife, on the other hand, suffers from pessimism bias, the belief that everything will go poorly. If I think the grass is always green on the other side, she thinks the grass is always yellow on the other side; if I see light at the end of the tunnel, she worries that it is an oncoming train. Her problem can be as bad in its own way as my problem.

As you can imagine, due to this difference, our conversations can sometimes grow heated. This is especially so since she is my business partner. However, knowing the debiasing strategies has helped us turn this source of conflict into an opportunity to help correct for each other’s biased perspectives. Indeed, together we are better than the sum of our parts, as we can maximize taking advantage of opportunities with my optimism and addressing potential problems with her pessimism for the benefits of our business.
The external perspective we provide to each other is one of the many strategies that can be used to deal with the false beliefs caused by cognitive biases. While research on a variety of mental states such as happiness suggests that about half of our mental patterns are determined by our genes, the other half is determined by our environment and experience. The large majority of the population let their thought, feeling, and behavior patterns drift on the waves of life experience, buffeted by the storms of dramatic events and floating calmly in more quiet times.

Yet as a truth-seeker, you can choose to take control of your environment and life experience to develop the kind of thought, feeling, and behavior patterns that would most align with an accurate view of reality. By doing so, you can improve your decision-making in your private and professional life, and avoid the kind of emotional turmoil that comes with suddenly realizing you've been leading a life with blinders on for the last decade.

In fact, research shows that just a single training intervention can substantially improve one's ability to see reality clearly and avoid bad decisions. According to research on this topic, this ability – called rationality – is just as important as intelligence. However, while it is very difficult to improve one's intelligence level, it is quite simple to
improve one’s rationality. This book has the pragmatic tools to help you improve your rationality by discarding false beliefs and developing a more clear vision of reality, as well as integrate these strategies into your organization.

The book is organized into three sections. The first outlines truth-seeking strategies pursued primarily for the sake of avoiding false beliefs within yourself. The second deals with truth-seeking in relation to other people. Finally, the third describes two strategies for individuals, teams, and organizations to see the truth and thus make better decisions.

So read onward, fellow truth-seeker, and I look forward to hearing any feedback you may have. You can email me at gleb@intentionalinsights.org.
Section 1:

Individual Truth-Seeking
Chapter 1:

What True Leaders Know About Emotional Intelligence

True leaders at any level of the totem pole show their leadership primarily through managing their own emotions. After all, the only things we can control in life are our thoughts, feelings, and behaviors, and if we can manage those, we can lead our organizations from anywhere in the hierarchy. Leaders gain such emotional intelligence in large part by learning about the science-based patterns about how our emotions work and how to manage them.

If we know about how our minds work, we can be intentional about influencing our own thinking and feeling patterns. We can evaluate reality more clearly, make better decisions, and improve our ability to achieve goals, thus gaining greater agency, the quality of living intentionally.
Ok, then how do our minds work? Intuitively, our mind feels like a cohesive whole. We perceive ourselves as intentional and rational thinkers. Yet cognitive science research shows that in reality, the intentional part of our mind is like a little rider on top of a huge elephant of emotions and intuitions.

Roughly speaking, we have two thinking systems. Daniel Kahneman, who won the Nobel Prize for his research on behavioral economics, calls them System 1 and 2, but I think “autopilot system” and “intentional system” describe these systems more clearly. The term “intentional system” in particular is useful as a way of thinking about living intentionally and thereby gaining greater agency.

The autopilot system corresponds to our emotions and intuitions. Its cognitive processes take place mainly in the amygdala and other parts of the brain that developed early in our evolution. This system guides our daily habits, helps us make snap decisions, and reacts instantly to dangerous life-and-death situations, like saber-toothed tigers, through the freeze, fight, or flight stress response. While helping our survival in the past, the fight-or-flight response is not a great fit for modern life. We
have many small stresses that are not life-threatening, but the autopilot system treats them as tigers, producing an unnecessarily stressful everyday life experience that undermines our mental and physical well-being. Moreover, while the snap judgments resulting from intuitions and emotions usually feel “true” because they are fast and powerful, they sometimes lead us wrong, in systematic and predictable ways.

**The intentional system** reflects our rational thinking, and centers around the prefrontal cortex, the part of the brain that evolved more recently. According to recent research, it developed as humans started to live within larger social groups. This thinking system helps us handle more complex mental activities, such as managing individual and group relationships, logical reasoning, probabilistic thinking, and learning new information and patterns of thinking and behavior. While the automatic system requires no conscious effort to function, the intentional system takes deliberate effort to turn on and is mentally tiring. Fortunately, with enough motivation and appropriate training, the intentional system can turn on in situations where
the autopilot system is prone to make errors, especially costly ones.

Here’s a quick comparison of the two systems:

<table>
<thead>
<tr>
<th><strong>Autopilot System</strong></th>
<th><strong>Intentional System</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>● Fast, intuitive, emotional self</td>
<td>● Conscious, reasoning, mindful self</td>
</tr>
<tr>
<td>● Requires no effort</td>
<td>● Takes intentional effort to turn on + drains mental energy</td>
</tr>
<tr>
<td>● Automatic thinking, feeling, and behavior habits</td>
<td>● Used mainly when we learn new information, and use reason and logic</td>
</tr>
<tr>
<td>● Mostly makes good decisions, 80% of time</td>
<td>● Can be trained to turn on when it detects Autopilot System may be making error</td>
</tr>
<tr>
<td>● However, prone to some predictable and systematic errors</td>
<td></td>
</tr>
</tbody>
</table>

The autopilot system is like an elephant. It’s by far the more powerful and predominant of the two systems. Our emotions can often overwhelm our rational thinking. Moreover, our intuitions and habits determine the large majority of our life, which we spend in autopilot mode. And that’s not a bad thing at all – it would be mentally exhausting to think intentionally about our every action and decision.
The intentional system is like the elephant rider. It can guide the elephant deliberately to go in a direction that matches our actual goals. Certainly, the elephant part of the brain is huge and unwieldy, slow to turn and change, and stampedes at threats. But we can train the elephant. Your rider can be an elephant whisperer. Over time, you can use the intentional system to change your automatic thinking, feeling, and behavior patterns, and become a better agent in achieving your goals.

I hope this information fills you with optimism. It does me. This is what Intentional Insights is all about – learning how to be intentional about using your rider to guide your elephant.

**Questions to Consider**

- What steps do you think you can take to evaluate where your emotions and intuitions may lead you to make mistakes?
- What can you do to be prepared to deal with these situations in the moment?
- What can you do to be an elephant whisperer and retrain your elephant to have thinking, feeling, and behavior patterns that match your long-term goals?
References
Chapter 2:

Where Do Our Mental Maps Lead Us Astray?

So imagine you are driving on autopilot, as we all do much of the time. Suddenly the car in front of you cuts you off quite unexpectedly. You slam your brakes and feel scared and indignant. Maybe you flash your lights or honk your horn at the other car. What’s your gut feeling about the other driver? I know my first reaction is that the driver is rude and obnoxious.

Now imagine a different situation. You’re driving on autopilot, minding your own business, and you suddenly realize you need to turn right at the next intersection. You quickly switch lanes and suddenly hear someone behind you honking their horn. You now realize that there was someone in your blind spot and you forgot to check it in the rush to switch lanes. So you cut them off pretty badly. Do you feel that you are a rude driver? The vast majority of us do not. After all, we did not deliberately cut that car
off, we just failed to see the driver. Or let’s imagine another situation: say your friend hurt herself and you are rushing her to the emergency room. You are driving aggressively, cutting in front of others. Are you a rude driver? Not generally. You’re merely doing the right thing for the situation.

So why do we give ourselves a pass, while attributing an obnoxious status to others? Why does our gut always make us out to be the good guys, and other people bad guys? Clearly, there is a disconnect between our gut reaction and reality here. It turns out that this pattern is not a coincidence. Basically, our immediate gut reaction attributes the behavior of others to their personality and not to the situation in which the behavior occurs. The scientific name for this type of error in thinking and feeling is called the fundamental attribution error, also called the correspondence bias. So if we see someone behaving rudely, we immediately and intuitively feel that this person IS rude. We don’t automatically stop to consider whether an unusual situation may cause someone to act this way. With the driver example, maybe the person who cut you off did not see you. Or maybe they were driving their friend to the emergency room. But that’s not what our automatic
reaction tells us. On the other hand, we attribute our own behavior to the situation, and not our personality. Much of the time, we feel like we have valid explanations for our actions.

Learning about the fundamental attribution error helped me quite a bit. I became less judgmental about others. I realized that the people around me were not nearly as bad as my gut feelings immediately and intuitively assumed. This decreased my stress levels, and I gained more peace and calm. Moreover, I realized that my intuitive self-evaluation is excessively positive and that in reality I am not quite the good guy as my gut reaction tells me. Additionally, I realized that those around me who are unaware of this thinking and feeling error, are more judgmental of me than my intuition suggested. So I am striving to be more mindful and thoughtful about the impression I make on others.

The fundamental attribution error is one of many feeling patterns. It is certainly very helpful to learn about all of these errors, but it’s hard to focus on avoiding all of them in our daily life. A more effective strategy for evaluating reality more intentionally to have more clarity and thus gain greater agency is known as “map and territory.” This
strategy involves recognizing the difference between the mental map of the world that we have in our heads and the reality of the actual world as it exists – the territory.

For myself, internalizing this concept has not been easy. It’s been painful to realize that my understanding of the world is by definition never perfect, as my map will never match the territory. At the same time, this realization was strangely freeing. It made me recognize that no one is perfect, and that I do not have to strive for perfection in my view of the world. Instead, what would most benefit me is to try to refine my map to make it more accurate. This more intentional approach made me more willing to admit to myself that though I intuitively and emotionally feel something is right, I may be mistaken.

At the same time, the concept of map and territory makes me really optimistic, because it provides a constant opportunity to learn and improve my assessment of the situation. Others to whom I taught this concept in videotaped workshops for Intentional Insights also benefited from learning about both the fundamental attribution error and the idea of map and territory. One workshop
participant wrote in an anonymous feedback form: “with relation to the fundamental attribution error, it can give me a chance to keep a more open mind. Which will help me to relate to others more, and view a different view of the “map” in my head.”

Now, what are the strategies for most effectively learning this information, and internalizing the behaviors and mental patterns that can help you succeed? Well, educational psychology research illustrates that engaging with this information actively, personalizing it to your life, linking it to your goals, and deciding on a plan and specific next steps you will take are the best practices for this purpose.

Questions to Consider

- What do you think of the concept of map and territory?
- How can it be used to address the fundamental attribution error?
- Where can the notion of map and territory help you in your life?
- What challenges might arise in applying this concept, and how can these challenges be addressed?
• What plan can you make and what specific steps can you take to internalize these strategies?
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You're walking out of a restaurant with your date when you suddenly feel a strong urge to duck your head. You realize that doing so will make you look silly in front of your date, who you really like. Do you duck or not?

This is a great time to ignore the possibility of looking foolish and go with your gut. There's a good chance that your peripheral vision picked up on something aiming at your head that you didn't have time to process consciously. Maybe some kids are playing baseball nearby and the ball is heading your way, or maybe a pine cone is falling from the tree just outside the restaurant.

The bigger point is that you should generally trust your gut in situations where you’re in physical
danger. Even if the object is not going to hit your head, you don’t want to take that chance with the most important part of your body. The same goes for when you’re crossing the street and have a sudden urge to leap away.

Why should you trust your gut in such situations? This quick, automatic reaction of the body result from the Autopilot System of thinking, also known as System 1, which is one of the two systems of thinking in our brain. It makes good decisions about 70-80% of the time, but commits certain systematic errors, which scholars call cognitive biases. This Autopilot System is great for protecting you from physical danger, as evolution optimized this part of the brain to ensure your survival, so your default reaction should be to trust it.

There are some rare occasions in which it goes awry even when dealing with physical danger. For example, you shouldn’t slam on your brakes when you’re skidding on the road, despite what your intuitions tell you. Our instincts will not always be spot-on with physical dangers having to do with modern life. It’s important to learn about these exceptions to going with your gut so you can protect
yourself from physical dangers associated with the twenty first-century life.

Also note that some psychological conditions, such as Posttraumatic Stress Disorder, can hijack the Autopilot System and make it less reliable. In these cases, where false perceptions of danger are plentiful, simply trusting the Autopilot System is unwise.

These are the times when you need to use your Intentional System, the more rational part of your brain, to override the intuitive one. It takes effort to turn it on, but it can catch and override thinking errors committed by the Autopilot System. This way, we can address the systematic mistakes made by our brains in our everyday lives.

Keep in mind that the Autopilot System and the Intentional System are simplifications of more complex processes, and that there is debate about them in the scientific community. However, for most purposes, these simplifications are very useful in helping us manage our thoughts, feelings, and behaviors.
Let’s consider a less dangerous aspect of daily life. You’re at an office store to get some supplies for your home office, and are choosing what white-out to get. You rarely use it and have no favorite brand, so the choices seem overwhelming. How much time and energy does it make sense to invest in this decision?

Go with your gut on this one. Since you use white-out rarely, it’s not a good idea to invest time and effort into evaluating all the choices available and coming up with the best one. Just make a reasonable decision that satisfies your needs and get all the other stuff you want as well. This approach applies to all situations where you’re making one-time decisions about minor matters. You’ll waste a lot of time and cognitive resources optimizing rather than satisficing - making a satisfactory rather than an optimal choice.

Now, what about everyday life decisions that are not one-time but regular? For instance, say you eat cereal for breakfast every day. In that case, you definitely don’t want to go with your gut and grab the first satisfactory cereal box you see.
Consider the amount of cereal you eat in a year. Say you go through a box a week. That's over 50 boxes a year! Imagine them all stacked up in a 3-stories tall pile. That's a lot of cereal. However, that's also only a year's worth. Consider how much cereal you'll eat in your lifetime. Now you're getting into skyscraper territory. Envision the nutrients you get and the amount of money it costs. Using such probabilistic thinking, this is a great area to optimize rather than satisfice.

Evaluate the factors that are important to you about cereal: taste, nutrition, cost, and anything else you can think of. Consider and rank the importance of all these elements. Then, compare all the cereals using these factors. Finally, choose one (or more if you want to vary the flavors).

Also, consider whether you can get them cheaper in bulk online than through the local grocery store, depending on the storage area in your home. For example, I eat a lot of tomato sauce and order it in bulk through Amazon, which gives me a 15% discount through their Subscribe & Save service.

The same approach applies to any life decision that you make systematically or anything which you do
regularly. If you used white-out a lot, it might be worth the time to pick the best white-out. If you do journaling daily, it’s a good idea to choose a nice journal and good writing implement, even if it takes more time to select them and they are more expensive. The same goes for your office chair—you’ll spend a lot more money and time in the long-run addressing back problems than if you spend some upfront choosing a good chair! This strategy of decision-making, called multiple-attribute utility theory, applies to any instance where it’s worthwhile for you to take the time to make a reasoned decision where you weigh multiple attributes.

However, don’t spend too much time trying to get information beyond the minimal amount needed to make a good decision. Some people fall into this trap when first learning about this technique, a thinking error called information bias—trying to get information beyond that necessary to make a decision. In general, balance the need to get appropriate information with that of making a timely decision to escape the trap of “analysis paralysis.”

The broader principle here is that we are not evolutionarily adapted for a situation where we can
make systematic, long-term choices about what to get. Our Autopilot System is optimized for short-term survival. It makes good decisions most of the time, and it’s great for “goon enough,” one-time, everyday life decisions on minor matters.

However, for anything that is a systematic, repeating choice or something you work with regularly such as an office chair or a pen, it will sometimes steer you in the wrong direction. In those cases, it’s wise to invest the time, cognitive resources, and money in using a more intentional approach to make the best decision for your long-term happiness and success.

Questions to Consider:

- Where in your everyday life would you benefit from going with your gut more often?
- Where in your everyday life would you benefit from using more Intentional System thinking?
- What specific changes will you make after reading this piece?
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Chapter 4:

When Should You Go With Your Gut In Professional Interactions?

Let’s say you’re interviewing a new applicant for a job and you feel something is off. You can’t quite put your finger on it, but you’re a bit uncomfortable with this person. She says all the right things, her resume is great, she’d be a perfect hire for this job – except your gut tells you otherwise.

Should You Go with Your Gut?

In such situations, your default reaction should be to be suspicious of your gut. Research shows that job candidate interviews are actually poor indicators of future job performance.

Unfortunately, most employers tend to trust their guts over their heads and give jobs to people they
like and perceive as part of their ingroup, rather than simply the most qualified applicant. In other situations, however, it actually does make sense to rely on gut instinct to make a decision.

Yet research on decision-making shows that most business leaders don’t know when to rely on their gut and when not to. While most studies have focused on executives and managers, research shows the same problem applies to doctors, therapists and other professionals.

This is the kind of challenge I encounter when I consult with companies on how to better handle workplace relationships. Research that I and others have conducted on decision-making offers some clues on when we should – and shouldn’t – listen to our guts.

**The Gut or the Head**

The reactions of our gut are rooted in the more primitive, emotional and intuitive part of our brains that ensured survival in our ancestral environment. Tribal loyalty and immediate recognition of friend or foe were especially useful for thriving in that environment.
In modern society, however, our survival is much less at risk, and our gut is more likely to compel us to focus on the wrong information to make workplace and other decisions. For example, is the job candidate mentioned above similar to you in race, gender, socioeconomic background? Even seemingly minor things like clothing choices, speaking style and gesturing can make a big difference in determining how you evaluate another person. According to research on nonverbal communication, we like people who mimic our tone, body movements and word choices. Our guts automatically identify those people as belonging to our tribe and being friendly to us, raising their status in our eyes.

This quick, automatic reaction of our emotions represents the autopilot system of thinking, one of the two systems of thinking in our brains. It makes good decisions most of the time but also regularly makes certain systematic thinking errors that scholars refer to as cognitive biases.

The other thinking system, known as the intentional system, is deliberate and reflective. It takes effort to turn on but it can catch and override the thinking errors committed by our autopilots. This way, we
can address the systematic mistakes made by our brains in our workplace relationships and other areas of life.

Keep in mind that the autopilot and intentional systems are only simplifications of more complex processes, and that there is debate about how they work in the scientific community. However, for everyday life, this systems-level approach is very useful in helping us manage our thoughts, feelings and behaviors.

In regard to tribal loyalty, our brains tend to fall for the thinking error known as the “halo effect,” which causes some characteristics we like and identify with to cast a positive “halo” on the rest of the person, and its opposite the “horns effect,” in which one or two negative traits change how we view the whole. Psychologists call this “anchoring,” meaning we judge this person through the anchor of our initial impressions.

**Overriding the Gut**

Now let’s go back to our job interview example.
Say that the person went to the same college you did. You are more likely to hit it off. Yet, just because a person is similar to you does not mean she will do a good job. Likewise, just because someone is skilled at conveying friendliness does not mean she will do well at tasks that require technical skills rather than people skills.

The research is clear that our intuitions don't always serve us well in making the best decisions (and, for a business person, bringing in the most profit). Scholars call intuition a troublesome decision tool that requires adjustments to function properly. Such reliance on intuition is especially harmful to workplace diversity and paves the path to bias in hiring, including in terms of race, disability, gender and sex.

Despite the numerous studies showing that structured interventions are needed to overcome bias in hiring, unfortunately business leaders and HR personnel tend to over-rely on unstructured interviews and other intuitive decision-making practices. Due to the autopilot system’s overconfidence bias, a tendency to evaluate our decision-making abilities as better than they are, leaders often go with their guts on hires and other
business decisions rather than use analytical decision-making tools that have demonstrably better outcomes.

A good fix is to use your intentional system to override your tribal sensibilities to make a more rational, less biased choice that will more likely result in the best hire. You could note ways in which the applicant is different from you – and give them “positive points” for it – or create structured interviews with a set of standardized questions asked in the same order to every applicant.

So if your goal is to make the best decisions, avoid such emotional reasoning, a mental process in which you conclude that what you feel is true, regardless of the actual reality.

**When Your Gut May Be Right**

Let’s take a different situation. Say you’ve known someone in your work for many years, collaborated with her on a wide variety of projects and have an established relationship. You already have certain stable feelings about that person, so you have a good baseline.
Imagine yourself having a conversation with her about a potential collaboration. For some reason, you feel less comfortable than usual. It’s not you – you’re in a good mood, well-rested, feeling fine. You’re not sure why you’re not feeling good about the interaction since there’s nothing obviously wrong. What’s going on?

Most likely, your intuitions are picking up subtle cues about something being off. Perhaps that person is squinting and not looking you in the eye or smiling less than usual. Our guts are good at picking up such signals, as they are fine-tuned to pick up signs of being excluded from the tribe.

Maybe it’s nothing. Maybe that person is having a bad day or didn’t get enough sleep the night before. However, that person may also be trying to pull the wool over your eyes. When people lie, they behave in ways that are similar to other indicators of discomfort, anxiety and rejection, and it’s really hard to tell what’s causing these signals.

Overall, this is a good time to take your gut reaction into account and be more suspicious than usual.
The gut is vital in our decision-making to help us notice when something might be amiss. Yet in most situations when we face significant decisions about workplace relationships, we need to trust our head more than our gut in order to make the best decisions.

Questions to Consider:

- Where in your professional life would you benefit from going with your gut more often?
- Where in your professional life would you benefit from using more Intentional System thinking?
- What specific changes will you make after reading this piece?
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Chapter 5:

How to Protect Yourself from False Beliefs

Kanisha grew up in a Democratic household in Memphis, Tennessee. As far as she remembers, her family and friends always supported leftist candidates. She watched liberal-leaning television programs. She read leftist newspapers. Her Facebook friends posted overwhelmingly liberal-friendly news articles, and Facebook's news feed algorithm edited out the articles posted by her few conservative friends. Google and other search engines also sent her similar leftist information. Kanisha lives in what is known as a filter bubble, in which she rarely sees information at odds with her views.

So what's your guess on how she votes?

Even when Kanisha learns about evidence for perspectives other than her own, she generally does
not give due weight to that information. For instance, when her teacher offered a balanced perspective on the pros and cons of using religion to guide public policy, Kanisha decided to Google the phrase “Why is using religion to guide public policy the right thing to do?”

Do you think the articles that came up helped her gain the most accurate perspective on this politically sensitive issue? By phrasing her Google search that way, Kanisha did not give due consideration to other perspectives. This is characteristic of Kanisha’s behavior: when she hears something that makes her question her beliefs, she looks for ways to protect them, as opposed to searching for the truth.

**Confirming Our Biases**

Now, I don’t mean to pick on Kanisha. This technology-enabled filter bubble is a characteristic of the personalization of the web. It affects many of us. This filter bubble has combined with another novel aspect of the Internet, how easily new media sources can capture our attention. Websites, bloggers, and so on tend to have lower standards for neutrality and professionalism than traditional news sources. These are key contributors to
the polarization of political discourse we've seen in recent years.
I have to acknowledge that sometimes I myself am guilty of falling for the filter bubble effect. However, I fight the effect with my knowledge of cognitive biases (thinking errors made by our autopilots) and strategies for dealing with them.

When Kanisha, myself, and others ignore information that doesn't fit with our previous beliefs, we are exhibiting a thinking error called confirmation bias. Our brains tend to ignore or forget evidence that is counter to our current perspective, and will even twist ambiguous data to support our viewpoint and confirm our existing beliefs.

The stronger we feel about an issue, the stronger this tendency. At the extreme, confirmation bias turns into wishful thinking, when our beliefs stem from what we want to believe, instead of what is true. Confirmation bias is a big part of the polarization in our opinions, in politics and other areas of life.
Be A Proud Flip-Flopper!

So how do you deal with confirmation bias and other thinking errors? One excellent strategy is to focus on updating your beliefs. This concept has helped me and many others who attended Intentional Insights workshops, such as this videotaped one, to deal with thinking errors. To employ this strategy, it helps to practice mentally associating positive emotions such as pride and excitement with the decision to change our minds and update our beliefs based on new evidence.

Imagine how great it would be if Kanisha and everybody else associated positive emotions and felt proud of changing their minds about political issues. Politics would be so much better if everyone updated their beliefs based on new information. Right now, politicians are criticized for changing their minds with the harsh term flip-flopping. How wonderful would it be if not only the citizenry but also our politicians flip-flopped based on wherever the evidence pointed. We should all be proud flip-floppers!
Protecting Yourself From False Beliefs

Being proud of changing our minds is not intuitive, because the emotional part of the brain has a tendency to find changing our minds uncomfortable. It often persuades us to reject information that would otherwise lead us to rethink our opinions. However, we can use the rational part of our mind to train the emotional one to notice confusion, re-evaluate cached thinking and other shortcuts, revise our mental maps, and update our beliefs.

In addition to associating positive emotions with changing your mind, you can use these habits to develop more accurate beliefs:

1) Deliberately seek out contradictory evidence to your opinion on a topic, and praise yourself after giving that evidence fair consideration.

2) Consider the best possible form of arguments against your position, and be open to changing your mind if those other arguments are better than yours.
3) Focus on updating your beliefs on controversial and emotional topics, as these are harder for the human mind to manage well.

It's especially beneficial to practice changing your mind frequently. Recent research shows that those who update their beliefs more often are substantially more likely to have more accurate beliefs. So practice asking yourself systematically about whether you should change your mind based on new evidence.

Taking all of these steps and feeling good about them will help you evaluate reality accurately and thus gain agency to achieve your life goals.

**Questions to Consider**

- When, if ever, has confirmation bias and associated thinking errors steered you wrong? What consequences resulted from these thinking errors?
- How can you apply the concept of updating beliefs to improve your thinking? What are other strategies you have found to help you change your mind and gain a more clear evaluation of reality?
- How do you think reading this article has influenced your thinking about evaluating
reality? What specific steps do you plan to take as a result of reading this article to shift your thinking and behavior patterns?
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Don’t you hate finding out you made a mistake? I do. I’m proud of doing things well, and avoiding mistakes. Mistakes feel terrible to me. I remember my boss telling me about a serious mistake I made when calculating students’ final course grades in my job as a professor. I was sitting at home after grading the final papers of the semester, and was already pretty tired. I just wanted to finish up all my teaching responsibilities, and go on my summer break (yes, professors love summer breaks just as much as the students). So I went on the course website, had the course management system add up all the grades, and submitted them.

I was so embarrassed when my boss told me I forgot to give students bonus grades for additional assignments. It never happened to me before. It was a truly face-palm moment.
Emotions and Mistakes

When I found out I made that mistake, my emotional self just wanted to curl up inside. I wanted to run and hide, and not deal with negative emotions associated with that mistake. This common thinking error has been studied in relation to mistakes in financial decisions and many other areas.

It’s even worse when our emotional self gets aggressive and defensive in response to finding out we made a mistake. Did this ever happen to you? I know it did to me.

For instance, in the early stages of founding Intentional Insights, I did not have much practice in how to coordinate people, and made some mistakes. Because I was not watching out for this problem, I did not make sure to avoid aggressive or defensive responses to learning I was wrong. As a result, I harmed my relationships with some others also passionate about this great cause.

As an example, I was so enthusiastic about Intentional Insights that I forgot that others were not quite as passionate as myself, and
misinterpreted one person’s agreement to help out as a commitment to do a lot of volunteer work. When that person failed to deliver on the high expectations that I set, I grew upset, and that person was upset with my reaction – which resulted from me failing at their mind. When others told me about these mistakes, my emotional self wanted to lash out against the bearer of bad news, and not against myself for having made the mistakes. This type of thinking error is known as “shoot the messenger,” meaning attributing the blame for the bad news associated with the mistake to the person who brought the message.

Did you ever experience someone with whom you shared some bad news becoming irrationally angry with you? From the other side, did you ever become angry at someone who gave you bad news? Then you know what I mean.

Such thinking errors result in many challenges for myself and others. Trying to ignore the mistake and pretend it didn’t happen is not very productive for facing the truth of reality and thus gaining agency. Yet the vast majority of our social institutions and norms do not encourage acknowledging mistakes or learning from them. For
example, research indicates that hundreds of thousands die from preventable medical mistakes. Yet according to a new book by Brian Goldman, an emergency room physician, medicine has a “culture of denial” that prevents doctors from sharing about and learning from their errors. Similar dynamics characterize most other professions despite the benefits associated with learning from our mistakes and from failing our way to success.

**Strategies for Failing Your Way To Success**

So what are some strategies for dealing with mistakes?

First, we need to overcome the negative emotions of making a mistake. It helps to remember that our mental maps of the world never match the territory of reality, and to notice our confusion as a way of indicating that we have a mistake in our evaluation of the situation, not an indication of the world being wrong (a quite unhelpful conclusion). After all, communication is frequently imperfect and our messages become garbled.

Then, apply the intentional strategy of thinking “**bad news is good news,**” one of the habits in
the Rationality Habits Checklist. In other words, associate positive emotions with finding out that one made a mistake. After all, “what is true is already so,” and the more effectively we overcome the negative emotions, the better we will be at facing the truth of reality, no matter how unpleasant it may be. We can then be well prepared to deal with the situation resulting from the consequence of our mistakes.

How should we do this in practice? Essentially, any time you notice yourself feeling bad after find out you made a mistake, stop and take a couple of deep breaths. Then, remember how good it is to have this knowledge, let go of stress, and then deal with the results of the mistake in the moment. Ideally we can learn to see mistakes as opportunities for future success.

After dealing with the consequences of the mistake, try to take advantage of the error and learn what we can from it. I've found success in using a “Mistakes and Learning” section as part of my daily journaling. I have a prompt in my journal where I ask myself:

- What kind of mistakes did I make recently?
• Why did I make them?
• What can I learn from them?
• How can I do better in the future?

As a result, I encourage myself to face my own mistakes, get at the reasons for making them, learn from them, and figure out how I can improve my future performance.

This process of learning from mistakes is a lifelong project. It fills me with hope, as it helps me strive to accept the truth, revise my ways of doing things, and optimize my behavior for the future. I fail my way to success!

Questions to Consider:

• When was the last time you noticed or were told of a mistake?
• What did you do about it?
• Do you know how to avoid that mistake in the future?
• What are your general strategies for dealing with mistakes?
• How do you deal with the negative emotions of finding out you made a mistake?
• In what ways do you learn from mistakes?
How can you apply these strategies in your life, and how do you think you might benefit from doing so?

What kind of plan can you make and what specific steps can you take to internalize these mental habits?
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Chapter 7:

Defend Your Happiness Against Emotional Traps!

Entering that backyard was like going into a lush grove. Shady trees spread their branches around us and protected us from the summer’s heat. Oh, and how beautiful the leaves would get in the fall. Can you imagine the full range of colors that would emerge – red, yellow, and orange in all the kaleidoscopic ecstasy of autumn’s revel? How could this magical vision fail to deliver our heart’s desire?

Walking into this backyard was the single most vivid experience of the house search undertaken by myself and my wife, Agnes Vishnevkin. I imagined myself lounging in the hammock in the peaceful shade of trees, experiencing the calm of a majestic forest. Exhausted after a long, grueling day of house hunting, this yard was the clincher for me and my
wife. We excitedly told our realtor to put a bid in for the house; we couldn’t wait to move in. Little did we know, the backyard was a trap! Why was it a trap? It couldn’t deliver on the emotional promises it made! Lounging around in that backyard would be rare. In reality, on my days off, I’m much more likely to go visit my friends or go out with my wife.

I was so motivated by my emotional attachment to one aspect of the house that I disregarded everything else. It was a classic thinking error, called attentional bias. This term refers to our brain’s tendency to focus on whatever things in our environment that happen to push our emotional buttons, as opposed to the things that are actually important. Such emotional traps could cost us our long-term happiness when they influence our big decisions, such as getting a new car or, especially, a new home!

Fortunately, Agnes and I avoided this trap. The day after we told our agent to make the offer, we decided to re-evaluate our decision by applying the tools of probabilistic thinking and multi-attribute utility theory to our purchase.
Below is a photo of our calculations. We compared our first-choice house, labeled 170, to our second choice, 450. To avoid excessive emotional attachment to any part of the house, we wrote out the various parts of the house (first column). We then gave each a quality rating on a scale from one to three, one being the lowest and three being the highest. Then, to account for the actual usage of each part of the house, we gave a similar rating for expected usage. Next, we multiplied the quality and usage figures to give an overall weighted rating (only the overall rating is included in the chart). We separately wrote how much we thought each part of the house was worth, and how much we would use it, marked A and G, for Agnes and Gleb. Finally, we added them all up at the bottom, as you can see from this photo of my notebook.
Both of us were really surprised by the result. Our second-choice house beat out our first-choice house, and by a lot, 95 to 67.5. For instance, we realized that besides the yard, the original first
choice house had a dining room that was too small for us. Also, the living room had a poor setup for the furniture we’d be bringing with us. Our original first-choice house had much worse bathroom options, and also a much poorer space for the two of us to hang out (h. o. in the photo above). While Agnes liked the kitchen in our original first choice more, it was not a factor for me, as I don’t really engage with the kitchen much.

We were way off base in our initial decision-making process due to our attentional bias on the backyard and after we’d thought about it, we felt much more comfortable with our new choice. I shared my experience with others and found out that many had similar stories. We quickly called our realtor and asked her to make the bid on the second house. And we were so excited when it was finally accepted! We moved in on November 9, and haven’t looked back since.

We’re really happy with our new house, and I shudder to imagine what would have happened if we bought the other one. We’d have spent the long cold winter looking out the windows at the leafless, snow-covered trees in our backyard, longing for the
warm weather to arrive. By contrast, this house has a lovely heated screened-in porch that we can sit in all year round, and I enjoy a view of a pine tree from my home office window.

From that episode, I learned that this type of cost-benefit analysis is really valuable when making significant decisions that impact your long-term happiness. In fact, Benjamin Franklin used a similar method when making important decisions! So, how can you use this method to avoid the emotional trap of giving in to in-the-moment feelings for the sake of your long-term happiness?

Let’s go back to the car as an example. Before making a decision, sit down and assign numbers to various components of the car. First, consider how you plan to use the car – city driving, highway driving, road trips, driving in the mountains, driving by yourself, driving with family and friends, driving your date, and other uses. How much of your time will you use the car for each activity and how important is each activity to you? Assign a numerical value to each activity based on a combination of usage and importance. For instance, you might not be taking family road trips often, but it might be important for the car to be really well suited for
those times, so give a higher number for that variable.

Second, based on your usage ratings, consider what aspects of the car are important to you – safety, gas mileage, comfort for the driver and passengers, trunk space, off-road capacity, coolness factor, and so on. For example, it might be important to you to impress your dates and friends with your car, so give a higher rating to the coolness factor. Or it might be very valuable to have comfort for yourself and good trunk space if you are taking long car trips. Assign a numerical value to each aspect based on your personal evaluation. Now you know what aspects are most important to you and are much less likely to be led astray by attentional bias!

Note that this does not mean you are trying to eliminate all emotion from your decisions. After all, your ratings are informed by how you feel about what you are evaluating. However, numerical ratings can help give those feelings proper scope in relation to other considerations, and prevent attentional bias from hijacking your decisions.

Apply this method to any significant financial decision – buying a car, some furniture, vacation, a
computer, a house. A smart time investment of less than half an hour could lead to a much happier future for you. Moreover, with a little imagination, this method can be applied to all important decisions, not only financial ones.

Questions to Consider

- What are your strategies for making big decisions wisely?
- Has attentional bias ever led you astray when making big decisions? If so, how could you have applied the method from this article to your previous decisions in order to make better choices?
- What kind of significant financial decisions may you make soon? What kind of factors might cause attentional bias in these decisions? What specific steps can you take to avoid these problems?
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Chapter 8:

Avoiding Professional Disasters With Behavioral Science

Big scandals in top corporations - such as Facebook’s Cambridge Analytica data breach, United’s three pet-related debacles scandals in one week, and Equifax’s handling of its own data breach - all exemplify the kind of thinking errors that lead to disasters. You might be surprised to learn that all of these disasters were avoidable.

Researchers have found that our brains make systematic and predictable errors - what behavioral scientists call cognitive biases - that lead us to make poor decisions, such as overconfidence effect, optimism bias, and planning fallacy. If the leaders of United, Facebook, and Equifax are vulnerable to these biases, so is everyone reading this article: it’s just that when you experience a disaster due to cognitive biases, it doesn’t make it into the news.
Knowing about the kinds of well-publicized mistakes made by top corporations helps us understand the kind of mistakes we might be making right now. Fortunately, recent research shows that we can easily improve our ability to make better decisions.

**Overconfidence Effect**

When asked whether they are more, less, or equally skilled compared to the average driver, 93% of Americans report themselves as more skilled. When study subjects said they were 100% confident in their answers, they were wrong 20% of the time. No wonder that the overconfidence effect - our tendency to be excessively confident in our decision-making - has been found by researchers to harm performance in the workplace, whether by CEOs or ordinary professionals.

Consider Facebook’s excessive confidence as an example. When Facebook learned that Cambridge Analytica might have received data from over 50 million Facebook users inappropriately, it asked Cambridge Analytica to provide it with a “legal certification” - in other words, a promise - that it deleted the data. Cambridge Analytica provided that legal certification, and Facebook accepted that as
sufficient. After the scandal broke, Facebook’s CEO Mark Zuckerberg called accepting that certification as sufficient as “one of the biggest mistakes that we made” and said that Facebook will “not just rely on certifications that we’ve gotten from developers, but... do a full investigation of every single app.”

Facebook’s excessive confidence in the good faith of all the external developers with whom it worked is an example of how all of us need to be wary when we engage in professional collaborations. Don’t trust your gut reactions, as they will often lead you astray. Try to second-guess yourself - and those with whom you collaborate - to avoid professional disasters.

**Optimism Bias**

Overconfidence feeds into another thinking error, optimism bias, which refers to us being excessively optimistic about the future. For example, studies show we tend to believe our risk of suffering negative events is less than it actually is, and we overestimate the likelihood of positive events. We fall into optimism bias frequently in the workplace, overemphasizing the benefits of projects and understating the costs.
As an example, recall that United got in hot water last year for its crew dragging a passenger off the plane. It worked hard to rebuild trust among customers, and its favorability rating was going back up - until the three recent pet-related accidents brought its favorability tumbling down again. United was too optimistic about its efforts to rebuild trust and failed to react quickly enough to the new round of bad PR. Indeed, only after the third incident did United’s CEO speak out to acknowledge the problem and suspend for review its pet transport program.

Don’t take your example from United. If you notice a problem in your professional activities, don’t wait for it to repeat three times before you start to do something about it. Such excessive optimism about the quality of your work will not end well for you. Instead, notice when things go wrong and consider a variety of alternative explanations for this problem, including both optimistic and pessimistic ones, to deal with optimism bias.

**Planning Fallacy**

The planning fallacy combines overconfidence and optimism bias in how they apply to our plans for the future and assessments of existing processes. We
tend to assume our plans will go well, resulting in us failing to build in enough resources for potential problems. For instance, one study involved a group of students asked how long it would take the complete their senior thesis in the best-case scenario (they estimated 27.4 days on average) and the worst-case scenario (48.6 days). In reality, the actual average completion time was 55.5 days, substantially worse than the original estimates of the worst-case scenario. Research shows that in professional settings, falling into planning fallacy results in us going over budget and over time.

The data breach suffered by Equifax illustrates the problem of planning fallacy. Apparently, several months before the data breach, the Department of Homeland Security warned Equifax of a vulnerability in its computer systems. However, the company failed to follow its own process to fix the security flaw, enabling hackers to access the data of over 140 million customers. Moreover, Equifax bungled its response to the data breach. It waited six weeks to inform customers about the breach, set up an unsecure website to inform customers about it, and hid the full extent of the breach.
Just because Equifax fell into planning fallacy with both existing processes and new projects does not mean you have to suffer the same fate. As a rule of thumb, when you start new projects build in twice as much resources - of time, money, and energy - than you anticipate. Always be ready for your existing processes and practices to fail you, and have contingencies ready just in case. Finally, avoid denying negative information about your professional circumstances, and be proactive about dealing with problems.

**Addressing Avoidable Disasters**

One of the most effective ways to address avoidable disasters is to use a premortem, which has been shown by research to address cognitive biases that lead to disasters. To conduct a premortem, first gather a team of relevant stakeholders, consisting of a mix of people with decision-making authority and expertise in the matter under evaluation. If you are doing this by yourself, ask a couple of fellow professionals or friends who know you well to help you out.

Then, ask everyone to imagine that the project or process definitely failed. Ask everyone to write out
anonymous some plausible reasons for why it failed, especially reasons that might be seen as rude or impolitic. Next, reflect on the potential reasons for failure, and brainstorm solutions. Following that, consider possible next steps for implementing these solutions.

Premortems conducted regularly to evaluate existing processes could have caught the kind of issues that led to disasters for United, Equifax, and Facebook, and they can help you avoid professional disasters in any context.

**Questions to Consider**

- What are some avoidable disasters from which you suffered?
- Have overconfidence effect, planning fallacy, or optimism bias ever tripped you up?
- What will you do differently as a result of reading this piece?
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Section 2:

Truth-Seeking & Other People
Chapter 9:

Stop! Live the Life You Want

Back when I was in high school and through the first couple of years in college, I had a clear career goal.

I Planned to Become a Medical Doctor

Why? Looking back at it, my career goal was a result of the encouragement and expectations from my family and friends.

My family emigrated from the Soviet Union when I was 10, and we spent the next few years living in poverty. I remember my parents’ early jobs in America, my dad driving a bread delivery truck and my mom cleaning other people’s houses. We couldn’t afford nice things. I felt so ashamed in front of other kids for not being able to get that latest cool backpack or wear cool clothes – always on the margins, never fitting in. My parents encouraged me to become a medical doctor. They gave up
successful professional careers when they moved to
the US, and they worked long and hard to regain
financial stability. It’s no wonder that they wanted
me to have a career that guaranteed a high income,
stability, and prestige.

My friends also encouraged me to go into medicine.
This was especially so with my best friend in high
school, who also wanted to become a medical
doctor. He wanted to have a prestigious job and
make lots of money, which sounded like a good goal
to have and reinforced my parents’ advice. In
addition, friendly competition was a big part of what
my best friend and I did – whether arguing with each
other about life questions or playing poker into the
wee hours of the morning. Putting in long hours to
ace the biochemistry exam and get a high score on
the standardized test to get into medical school was
just another way for us to show each other who was
top dog. I still remember the thrill of finding out that
I got the higher score on the standardized test. I had
won!

As you can see, it was very easy for me to go along
with what my friends and family encouraged me to
do.
I was in my last year of college, working through the complicated and expensive process of applying to medical schools, when I came across an essay question that stopped in me in my tracks:

“Why do you want to be a medical doctor?”

The question stopped me in my tracks. Why did I want to be a medical doctor? Well, it’s what everyone around me wanted me to do. It was what my family wanted me to do. It was what my friends encouraged me to do. It would mean getting a lot of money. It would be a very safe career. It would be prestigious. So it was the right thing for me to do. Wasn’t it?

Well, maybe it wasn’t.

I realized that I never really stopped and thought about what I wanted to do with my life. My career is how I would spend much of my time every week for many, many years, but I never considered what kind of work I would actually want to do, not to mention whether I would want to do the work that’s involved in being a medical doctor. As a medical doctor, I would work long and sleepless hours, spend my
time around the sick and dying, and hold people’s lives in my hands. Is that what I wanted to do?

There I was, sitting at the keyboard, staring at the blank Word document with that essay question at the top. Why did I want to be a medical doctor? I didn’t have a good answer to that question.

My mind was racing, my thoughts were jumbled. What should I do? I decided to talk to someone I could trust, so I called my girlfriend to help me deal with my mini-life crisis. She was very supportive, as I thought she would be. She told me I shouldn’t do what others thought I should do, but think about what would make me happy. More important than making money, she said, is having a lifestyle you enjoy, and that lifestyle can be had for much less than I might think.

Her words provided a valuable outside perspective for me. By the end of our conversation, I realized that I had no interest in doing the job of a medical doctor. And that if I continued down the path I was on, I would be miserable in my career, doing it just for the money and prestige. I realized that I was on the medical school track because others I trust – my
parents and my friends – told me it was a good idea so many times that I believed it was true, regardless of whether it was actually a good thing for me to do.

**Why Did This Happen?**

I later learned that I found myself in this situation in part because of a common thinking error which scientists call the mere-exposure effect. This term refer to our brain’s tendency to believe something is true and good just because we are familiar with it, regardless of whether that something is actually true and good.

Since I learned about the mere-exposure effect, I am much more suspicious of any beliefs I have that are frequently repeated by others around me, and go the extra mile to evaluate whether they are true and good for me. This means I can gain agency and intentionally take actions that help me toward my long-term goals.

**So What Happened Next?**

After my big realization about medical school and the conversation with my girlfriend, I took some time to think about my actual long-term goals. What did I – not someone else – want to do with my life?
What kind of a career did I want to have? Where did I want to go?

I was always passionate about history. In grade school I got in trouble for reading history books under my desk when the teacher talked about math. As a teenager, I stayed up until 3am reading books about World War II. Even when I was on the medical school track in college I double-majored in history and biology, with history my love and joy. However, I never seriously considered going into history professionally. It's not a field where one can make much money or have great job security.

After considering my options and preferences, I decided that money and security mattered less than a profession that would be genuinely satisfying and meaningful. What’s the point of making a million bucks if I’m miserable doing it, I thought to myself. I chose a long-term goal that I thought would make me happy, as opposed to simply being in line with the expectations of my parents and friends. So I decided to become a history professor.

My decision led to some big challenges with those close to me. My parents were very upset to learn that I no longer wanted to go to medical school.
They really tore into me, telling me I would never be well off or have job security. Also, it wasn’t easy to tell my friends that I decided to become a history professor instead of a medical doctor. My best friend even jokingly asked if I was willing to trade grades on the standardized medical school exam, since I wasn’t going to use my score. Not to mention how painful it was to accept that I wasted so much time and effort to prepare for medical school only to realize that it was not the right choice for me. I really I wish this was something I realized earlier, not in my last year of college.

If you want to avoid finding yourself in a situation like this, here are 3 steps you can take:

- Stop and think about your life purpose and your long-term goals. Write these down on a piece of paper.
- Now review your thoughts, and see whether you may be excessively influenced by messages you get from your family, friends, or the media. If so, pay special attention and make sure that these goals are also aligned with what you want for yourself. Answer the following question: if you did not have any of those influences, what would you put down for your own life purpose and long-term
goals? Recognize that your life is yours, not theirs, and you should live whatever life you choose for yourself. This approach is part of a broader strategy of dealing with common thinking errors by considering alternatives, which research shows is a very effective way for avoiding thinking errors such as the mere-exposure effect.

- Review your answers and revise them as needed every 3 months. Avoid being attached to your previous goals. Remember, you change throughout your life, and your goals and preferences change with you. Don’t be afraid to let go of the past, and welcome the current you with arms wide open.

Questions to Consider

- Do you ever experience pressure to make choices that are not necessarily right for you?
- Have you ever made a big decision, but later realized that it wasn’t in line with your long-term goals?
- Have you ever set aside time to think about your long-term goals? If so, what was your experience?
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Chapter 10:

Succeeding At Other Minds

Imagine you’re really excited about a new idea for a collaborative project. You send an e-mail about it to a friend who you just know is going to be as excited as you. You’re waiting on pins and needles for a response, checking your inbox every hour. A couple of hours pass, then a couple more. You’re getting stressed and anxious, waiting on the edge of your seat for a reply. The next day goes by, and another day. You’re very confused about why you haven’t received a response. Why isn’t your friend writing you back? Doesn’t she like you? Is she upset with you? What’s wrong?

Has this ever happened to you? It’s happened to me many times. My Autopilot System goes into overdrive, imagining various negative scenarios and sending out stress-inducing hormones. Such catastrophizing is a common type of thinking...
error, one that research shows undermines mental and physical well-being.

Another thinking error in this scenario is that one’s friend will share the same opinion that you do about your new idea. Studies on a cognitive bias called the “false consensus effect” indicate that our Autopilot System significantly overestimates the extent to which others agree with our opinions. This is especially true for those close to us, such as our friends and family. As a result, we make mistakes when we use our intuitions to predict the behavior of others around us, including our immediate social circle.

However, the false consensus effect applies more broadly as well. Our gut reactions tend to perceive “the public” as a whole as sharing our perspective. This problem is especially problematic when it causes us to overrate substantially the extent to which others will agree with our political opinions. Such overestimation undermines our ability to engage in healthy political discussions and contributes to political polarization. No wonder we don’t do well as intuitive psychologists!
So how can we work against the false consensus effect? First, remember a previously-discussed strategy, namely that our mental maps never match the territory of reality. And our mental maps certainly do not match the mental maps of others!

To keep the latter fact in mind, here is a very useful mental habit to adopt: avoiding “failing at other minds.” What does that mean in practice? Essentially, when trying to imagine how other people think about the world, take a moment to stop and remember that their perspective is inherently different from your own. This is a specific case of a broader de-biasing strategy of imagining the opposite, in this case taking the perspective of the other person. And why is this helpful? Well, our intuitive theory of mind, the way we understand the minds of others, tends to model others as ourselves. Our Autopilot System perceives others as understanding the world and having the same idea of what is true as we do. Internalizing the mental habit of avoiding failing at other minds helps remind us of this problematic tendency, and work against it. Through developing this mental habit, we can be elephant whisperers and retrain our Autopilot System to have a more intentional approach to predicting the thoughts, emotions, and behaviors of
others. Thus, we can evaluate reality more clearly and gain greater agency by making more effective decisions that help us reach our goals. We can succeed at other minds!

Now, what are the strategies for most effectively learning this information, and internalizing the behaviors and mental patterns that can help you succeed? Well, educational psychology research illustrates that engaging with this information actively, personalizing it to your life, linking it to your goals, and deciding on a plan and specific next steps you will take are the best practices for this purpose.

Questions to Consider:

- Are there any instances where catastrophizing has negatively influenced your well-being?
- Has the false consensus effect ever steered you wrong in personal interactions? What about in your predictions of public opinions and political engagement?
- In what ways, if any, do you think the mental habit of avoiding failing at other minds can help you have a better life and gain greater agency?
• If you think it can be beneficial for you, what kind of plan can you make and what specific steps can you take to internalize this mental habit?
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Chapter 11:

Protect Your Relationships by Cutting Off Your Anchors

In my early twenties, I said goodbye to my family in New York City and moved to Boston for graduate school. While I’d been living in my parents’ house, I talked to my mother, father, and teenage brother all the time, and felt really good about doing so. After I moved out, I wanted to stay close, so I called my family often. However, phone calls with my brother proved a major challenge. I called him regularly but he usually did not call back. My mother encouraged me to keep calling him, and reminded him often to call me – which he rarely did. I was upset and confused by this, as you can imagine, and when I visited NYC and pressed my brother to call me, he apologized, and said he would call back when I called. He did so for a bit, but then stopped again.
My mother was distraught, and I was too. Negative feelings and thoughts kept running through my head: why didn’t he call me back? Didn’t he love me? Didn’t he care about me?

This issue festered for a couple of years, until I decided to deal with it directly. On my next extended visit to NYC, I sat down with him, and had a serious conversation. It turned out that my brother really dislikes talking on the phone. This form of communication just stresses him out. He has a much stronger preference for instant messaging as a mode of communication. Moreover, his Elephant brain developed an “ugh field,” a variety of negative emotions, around communicating with me. This was due to the combination of pressure he experienced from my mother and me, and the guilt and shame that came from him failing to call.

What I Should Have Done

I really wish I knew how he felt! What I should have done was notice that he was not calling me back, and have a conversation about the problem with him right away. I should not have insisted that he call me, but instead express curiosity about why he did not. That way, I would have found out about his
anxiety and stress around phone conversations. He would not have felt guilty and pressured. I would not have felt sad and confused. Everyone would have been better off!

**Broader Relevance for Communication and Relationships**

This story illustrates the importance of adapting one’s communication style to one’s audience. Much has been written about the vital role of communication in the workplace and in civic engagement, especially analyzing and targeting the preferences of your audiences to meet your communication goals. Research shows that such communication is also vital in our personal lives, such as ensuring healthy romantic relationships. Studies of family communication have likewise shown the importance of communicating well and especially being flexible about one’s communication style and preferences.

**Flexibility and Anchoring**

Such flexibility was the missing ingredient in my communication to my brother. I had the goal of cultivating my relationship to my brother, but was trying to reach this goal in a way that was not
intentional. So I decided to be more flexible and started exchanging Facebook messages with him, using Gmail chat, and other instant messaging services. We grew closer and had a much better relationship. We even worked to solve occasional problems that would come up between one of us and our parents!

Now, why did this problem occur in the first place? Well, from my background growing up, I developed a reference point, in other words a perception of what is normal and appropriate, of the phone being the “right way” to maintain and cultivate relationships with close people. I suffered from the anchoring bias, a common cognitive bias, the scientific name for thinking errors frequently made by our minds. The anchoring bias occurs when people rely too heavily on information they got early onward, and do not move away from this anchor sufficiently based on new information. I had to acknowledge that I failed at my brother’s mind and forgot that my mental map does not match his mental map.
Dealing with Anchoring

So how does one deal with the anchoring bias? A useful strategy is remembering the benefit of re-examining our cached patterns. This term refers to habits of thought and feeling in our mind that we absorbed uncritically from the social environment around us, as opposed to conclusions we arrived at by our own intentional reasoning. Re-evaluating our cached patterns of thought and feeling enables us to see reality more clearly, make more effective decisions, and achieve our goals, thus helping us gain greater agency in personal relationships and other life areas.

So whenever you notice yourself confused or upset by something that you did not expect, stop and think: what is the origin of your confusion? Is it coming from some sort of cached pattern, where you think something is the only “right way” of doing things? Think about whether there are any alternative ways of achieving your desired outcome. (This is part of a broader strategy of dealing with common thinking errors by considering alternatives, which research shows is a very effective way for avoiding thinking errors.) Try listing at least 3 alternatives, and describe why each of them can be
valid and right, at least for other people if not for you. Remember, relationships are a two-way street, and you need to respect the other person and their preferences in order to communicate well.

Questions to Consider

- Can you identify any ugh fields you developed? How do you deal with ugh fields?
- In what ways, if any, can you be a better communicator in your professional, personal, and civic life areas?
- Are there any instances where the anchoring effect caused you to make suboptimal decisions?
- Do you think you have any cached patterns that might be harmful to your mental well-being?
- If so, what steps can you take to deal with these cached patterns?
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Chapter 12:

Winning Arguments for Truth Through Collaborative Truth-Seeking

We frequently use debates to resolve different opinions about the truth. However, debates are not always the best course for figuring out the truth. In more emotionally charged situations, the technique of collaborative truth-seeking is often better.

The Problem with Debates

The usual method of hashing out disagreements in order to discover the truth about reality is through debates, in person or online. Yet more often than not, people on opposing sides of a debate end up seeking to persuade rather than prioritizing truth discovery. Indeed, research suggests (link is external) that debates have a specific evolutionary
function – not for discovering the truth but to ensure that our perspective prevails within a tribal social context. No wonder debates are often compared to wars (link is external). This is especially so in emotionally charged topics, such as politics, as our autopilot system (link is external) takes over and inhibits our ability to be rational in our engagement with others.

We may hope that we would strive to discover the truth during debates. Yet given that we are not always fully rational and strategic (link is external) in our social engagements, it is easy to slip up within debate mode and orient toward winning instead of uncovering the truth. Heck, I know that I sometimes forget in the midst of a heated debate that I may be the one who is wrong – I’d be surprised if this didn’t happen with you. So while we should certainly continue to engage in debates, we should also use additional strategies – less natural and intuitive ones. These strategies could put us in a better mindset for updating our beliefs and improving our perspective on the truth. One such solution is a mode of engagement called collaborative truth-seeking.
Collaborative Truth-Seeking

Collaborative truth-seeking (link is external) is one way of describing a more intentional approach in which two or more people with different opinions engage in a process that focuses on finding out the truth. Collaborative truth-seeking is a modality that should be used among people with shared goals and a shared sense of trust.

Some important features of collaborative truth-seeking, which are often not present in debates, are: focusing on a desire to change one’s own mind toward the truth; a curious attitude; being sensitive to others’ emotions; striving to avoid arousing emotions that will hinder updating beliefs and truth discovery; and a trust that all other participants are doing the same. These can contribute to increased social sensitivity (link is external), which, together (link is external) with other attributes, correlate with accomplishing higher group performance on a variety of activities.

- Share weaknesses and uncertainties in your own position
- Share your biases about your position
- Share your social context and background as relevant to the discussion. For instance, I
grew up poor once my family immigrated to the US when I was 10, and this naturally influences me to care about poverty more than some other issues, thus biasing me in this area

- Vocalize curiosity and the desire to learn
- Ask the other person to call you out if they think you’re getting emotional or engaging in emotive debate instead of collaborative truth-seeking, and consider using a safe word

Here are additional techniques that can help you stay in collaborative truth-seeking mode after establishing trust:

- Self-signal: signal to yourself that you want to engage in collaborative truth-seeking, instead of debating
- Empathize: try to empathize with the other perspective that you do not hold by considering where their viewpoint came from, why they think what they do, and recognizing that they feel that their viewpoint is correct
- Keep calm: be prepared with emotional management to calm your emotions and those of the people you engage with when a desire for debate arises. Watch out for defensiveness and aggressiveness in particular
• Go slow: take the time to listen fully and think fully
• Consider pausing: have an escape route for complex thoughts and emotions if you can’t deal with them in the moment by pausing and picking up the discussion later. Say “I will take some time to think about this,” and/or write things down
• Echo: paraphrase the other person’s position to indicate and check whether you’ve fully understood their thoughts
• Be open: orient toward improving the other person’s points to argue against their strongest form (link is external)
• Stay the course: be passionate about wanting to update your beliefs, maintain the most truthful perspective, and adopt the best evidence and arguments, no matter if they are yours or those of others
• Be diplomatic: when you think the other person is wrong, strive to avoid saying “you’re wrong because of X” but instead to use questions, such as “what do you think X implies about your argument?”
• Be specific and concrete: go down levels of abstraction (link is external)
• Be clear: make sure the semantics are clear to all by defining terms. Consider tabooing terms (link is external) if some are emotionally arousing, and make sure you are
describing the same territory of reality (link is external)

- Be probabilistic: use probabilistic thinking (link is external) and probabilistic language, to help get at the extent of disagreement and be as specific and concrete as possible. For instance, avoid saying that X is absolutely true, but say that you think there’s an 80% chance it’s the true position. Consider adding what evidence and reasoning led you to believe so, for both you and the other participants to examine this chain of thought.

- When people whose perspective you respect fail to update their beliefs in response to your clear chain of reasoning and evidence, update a little somewhat toward their position, since that presents evidence that your position is not very convincing.

- Confirm your sources: look up information when it’s possible to do so (Google is your friend).

- Charity mode: try to be more charitable to others and their expertise than seems intuitive to you, as our intuitions are a bad guide to seeking the truth when the person with whom we are in discussion has a perspective different from our own. For instance, if someone says something that seems wrong to you, check to make sure that is what the person actually said – you might
have misheard things, or the person might have misstated something

- Use the reversal test to check for status quo bias: If you are discussing whether to change some specific numeric parameter – say increase by 50% the money donated to charity X – state the reverse of your positions, for example decreasing the amount of money donated to charity X by 50%, and see how that impacts your perspective.

- Use CFAR's double crux technique. In this technique, two parties who hold different positions on an argument each writes the fundamental reason for their position (the crux of their position). This reason has to be the key one, so if it was proven incorrect, then each would change their perspective. Then, look for experiments that can test the crux. Repeat as needed. If a person identifies more than one reason as crucial, you can go through each as needed.

Of course, not all of these techniques are necessary for high-quality collaborative truth-seeking. Some are easier than others, and different techniques apply better to different kinds of truth-seeking discussions. You can apply some of these techniques during debates as well, such as double
crux and the reversal test. Try some out and see how they work for you.

**Conclusion**

Engaging in collaborative truth-seeking goes against our natural impulses to win in a debate, and is thus more cognitively costly. It also tends to take more time and effort than just debating. It is also easy to slip into debate mode even when using collaborative truth-seeking, because of the intuitive nature of debate mode.

Moreover, collaborative truth-seeking need not replace debates at all times. This non-intuitive mode of engagement can be chosen when discussing issues that relate to deeply-held beliefs and/or ones that risk emotional triggering for the people involved. Because of my own background, I would prefer to discuss poverty in collaborative truth-seeking mode rather than debate mode, for example. On such issues, collaborative truth-seeking can provide a shortcut to resolution, in comparison to protracted, tiring, and emotionally challenging debates.
Likewise, using collaborative truth-seeking to resolve differing opinions on all issues holds the danger of creating a community oriented excessively toward sensitivity to the perspectives of others, which might result in important issues not being discussed candidly. After all, research shows (link is external) the importance of having disagreement in order to make wise decisions and to figure out the truth. Of course, collaborative truth-seeking is well suited to expressing disagreements in a sensitive way, so if used appropriately, it might permit even people with triggers around certain topics to express their opinions.

Taking these caveats into consideration, collaborative truth-seeking is a great tool to use to discover the truth and to update our beliefs, as it can get past the high emotional barriers to altering our perspectives that have been put up by evolution.

Questions to Consider

- In the past, when do you wish you could have applied collaborative truth-seeking techniques?
- In what contexts would collaborative truth-seeking serve you well in the future?
• What might be challenges to your use of collaborative truth-seeking?
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Chapter 13:

How to Talk to Professional Colleagues Who Deny the Facts

Parties at the office are great for building workplace camaraderie and team spirit, but when was the last time a colleague - perhaps fueled by too much alcohol - said something that showed they are looking at their professional world through rose-colored glasses.

It happens more often than you might think. A four-year study by LeadershipIQ.com found that 23 percent of CEOs got fired for denying reality, meaning refusing to recognize negative facts about the organization’s performance. Other findings show that professionals at all levels suffer from the tendency to deny uncomfortable facts in business settings.
Dealing with truth denialism - in business, politics, and other life areas - is one of my areas of research. One of the strategies described there can be summarized under the acronym EGRIP (Emotions, Goals, Rapport, Information, Positive Reinforcement), which provides clear guidelines on how to deal with colleagues who deny the facts.

**What Not To Do**

Our intuition is to confront our colleagues with the facts and arguments, but research - and common sense, if the colleague is your supervisor - suggests that's usually exactly the wrong thing to do. When we see someone believing in something we are confident is false, we need to suspect some emotional block is at play. Research on the confirmation bias shows that we tend to look for and interpret information in ways that conforms to our beliefs. Studies on a phenomenon called the backfire effect shows when we are presented with facts that cause us to feel bad about our self-worth or worldview, we may sometimes even develop a stronger attachment to the incorrect belief.
Don’t Argue, EGRIP Instead

If someone denies clear facts you can safely assume that it’s their emotions that are leading them away from reality. While gut reactions can be helpful, they can also lead us astray in systematic and predictable ways. We need to exhibit emotional leadership and deploy the skill of empathy, meaning understanding other people’s emotions, to determine what emotional blocks might cause them to stick their heads into the sand of reality.

For instance, consider the case of Mike, who was the new product development team lead in a software company for which I consulted. He set an ambitious goal for a product launch, and as more and more bugs kept creeping up, he refused to move the date. People tried to talk to him, but he hunkered down and kept insisting that the product would launch on time and work well.

Looking from the outside in, I saw that Mike tied his self-worth and sense of success to “sticking to his guns,” associating strong leadership with consistency and afraid of appearing weak in his new role as team lead. In my role as a neutral consultant, he privately told me that he believed some team
members were trying to undermine him by getting him to shift the schedule and admit he failed to deliver.

Understanding his fear and insecurity about being a new leader, I went on to establish shared goals for both of us, which is crucial for effective knowledge sharing in professional environments. I spoke with Mike about how we both share the goal of having him succeed as a leader in the long term, and secure his new position in the company. Likewise, we both shared the goal of having the new product be profitable for the company.

Third, build rapport. Practice mirroring, meaning rephrasing in your own words the points made by the other person, which helps build trust in business relationships. Using the empathetic listening you did previously, a vital skill in selling, to echo their emotions and show you understand how they feel. I spoke with Mike about how it must hard to be worried about the loyalty of one’s team members, and the loneliness of being a new leader. We talked about what makes someone a strong leader.
At this point, start providing new information that might prove a bit challenging, but would not touch the actual pain point. I steered the conversation toward how research suggests one of the most important signs of being a strong leader is the ability to change your mind based on new evidence, giving examples such as Alan Mulally saving Ford Motor Company through repeated changes of course. If I had led with this information, Mike might have perceived it as threatening, but since I slipped it in naturally as part of a broader conversation after building rapport built on shared goals and empathy, he accepted it as a useful new insight.

Then, I asked him where he can best deploy this skill to show those who might try to undermine him what a strong leader he is, and at the same time make the new product as profitable as possible. Without much additional prompting, he volunteered that he can show strength by delaying the launch of the new product. I provided him with positive reinforcement, a research-based tactic of effective motivation, by praising his ability to exhibit the traits of a strong leader.
Good luck, and remember that you can use EGRIP and other similar research-based tactics not simply in professional settings, but in all situations where you want to steer others away from false beliefs.

Questions to Consider:

- When was the last argument you had in the workplace? Can you envision how it would have gone differently if you used EGRIP?
- In what future conversations do you think you will intend to use EGRIP?
- How can you most effectively convey the tactic of EGRIP to your colleagues?

References


Chapter 14:

Cultivating Trust and Integrity: The Pro-Truth Pledge

Mutual trust is vital to a healthy organizational culture and high employee engagement. However, research suggests that organizations do not do nearly enough to cultivate integrity and honesty, the building blocks of trust, in the workplace. As a result, organizations suffer from low employee engagement, high turnover, increased sick days, lowered productivity, heightened team conflict, and poor decision-making practices, all of which hits their bottom line hard.

Individual professionals – whether solopreneurs or employees in a larger organization – also benefit greatly from cultivating trust in their professional relationships. One’s professional reputation as a trustworthy and truthful business collaborator often determines professional success.
Finally, research suggests that mutual trust is also crucial for the health of democratic societies. If citizens trust their political system, then they cooperate with their government: timely tax payments, compliance with laws and judicial rulings, support of various social service efforts, and so much more. Unfortunately, in recent years, we have seen increasing misinformation in our society, leading to growing polarization and undermining trust.

The Pro-Truth Pledge (at ProTruthPledge.org) helps facilitate trust – whether in an organizational context, in professional relationships, or in our society as a whole – by getting Pledge signers to commit to twelve behaviors shown by research to facilitate truthfulness. The behaviors include:

- Verify: Fact-check information to confirm it is true before accepting and sharing it.
- Balance: Share the whole truth, even if some aspects do not support my opinion.
- Cite: Share my sources so that others can verify my information.
- Clarify: Distinguish between my opinion and the facts.
• Acknowledge: Acknowledge when others share true information, even when we disagree otherwise.
• Reevaluate: Reevaluate if my information is challenged, retract it if I cannot verify it.
• Defend: Defend others when they come under attack for sharing true information, even when we disagree otherwise.
• Align: Align my opinions and my actions with true information.
• Fix: Ask people to retract information that reliable sources have disproved even if they are my allies.
• Educate: Compassionately inform those around me to stop using unreliable sources even if these sources support my opinion.
• Defer: Recognize the opinions of experts as more likely to be accurate when the facts are disputed.
• Celebrate: Celebrate those who retract incorrect statements and update their beliefs toward the truth.

The Pledge was designed to counteract cognitive biases that research shows undermine truthfulness, and thus trust. For example, the confirmation bias refers to our tendency to search for and accept information that aligns with our current beliefs and expectations, in any setting. One way to address the confirmation bias involves asking people to consider
and search for evidence that disproves their initial beliefs. The behaviors in the pledge that ask people to verify information, cite sources, share the whole truth, reevaluate information, distinguish opinions and facts, and align actions and beliefs with the facts address the confirmation bias.

The Pledge also addresses the in-group bias and the Dunning-Kruger effect. In-group bias refers to when people favor those they perceive to be part of their own group over others not in that group. To address the in-group bias, the pledge asks people to defend other people who come under attack for sharing accurate information, to request that allies who share inaccurate information retract it, and acknowledge when others share facts even if you otherwise disagree. The Dunning-Kruger effect occurs when those who have less expertise and skills in any given area have an inflated perception of their abilities. To address this problem, the pledge calls on signees to defer to those with expertise.

Studies have shown that if people perceived others around them as behaving dishonestly, they are also more likely to behave dishonestly themselves; in turn, if they behave honestly, they perceive others
as more likely to behave honestly. Consider what happens when those in a specific organization perceive widespread dishonesty: of course they will follow these tendencies. The same applies to our society as a whole, for instance with misinformation sharing on social media. The last four behaviors of the pledge are specifically intended to encourage pledge-takers to promote honesty in their social networks and organizations.

Other research has shown some intriguing findings as to how to increase the likelihood that people will behavior honestly. Reminders about ethical behavior make participants less likely to lie, getting people to sign an honor code or other honesty commitment contract before engaging in tasks in which people were likely to lie increased honesty, and making standards for truthful behavior clear decreased deception. Taking the pledge itself should serve as a public commitment to truth-oriented activity similar to signing an honor code, while also serving as a reminder of ethical behavior, and the twelve behaviors provide clarity on what it means to be honest.

Those who sign the Pledge can use its logo on their social media and other online presence, as well as
on their business cards and other materials, making their commitment clear and getting a reputation boost. Those who self-identify as public figures and organizations get an additional reputation boost, as they are listed on the Pledge website and their information is sent around to other pledge-takers. Doing so increases the credibility of public figures and organizations who take the Pledge, make it easy to distinguish those who committed to sharing accurate information from those who did not. Yet the reputational boost comes with accountability, because anyone can report a public figure or organization that violates the Pledge, kicking off an investigation by private citizens who volunteer to help enforce the Pledge. Overall, the Pledge combines the Wikipedia crowdsourcing model of fact-checking with the opt-in Better Business Bureau model for rewarding ethical behavior and holding businesses accountable.

If you wish to join other truth-seekers and cultivate trust and integrity – in your professional relationships, your organization, and your society – please go to ProTruthPledge.org and sign the pledge.
Questions to Consider:

- Were you surprised by what you learned about the role of trust in professional relationships, organizational culture, or democratic societies? If so, what was surprising?
- Which of the Pledge behaviors do you think are the easiest? Which are the most challenging?
- What aspects of the research on what causes us to be more or less truthful fits with your lived experience? What aspects do not?
- Will you sign the Pledge? Why or why not?
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Section 3:

Strategies for Individual and Organizational Decision-Making
Chapter 15: Guidelines on Avoiding Disastrous Decisions

These guidelines will help you avoid disastrous decisions in cases where you have multiple options that each have strengths and weaknesses (informed by multiple-attribute utility theory). They should be used in cases where it's worthwhile to spend some time and energy on a decision - where the decision is significant. A good rule of thumb for telling what is potentially significant is to see whether a decision falls into any of the following categories:

1) Major decision, such as moving to a new city, deciding on a career, hiring an employee, making a major investment in a new project, etc.
2) Smaller one-time decisions about things you frequently interact with, such as choosing an office desk, a fitness program, a hobby

3) Small but habitual decisions, such as choosing a breakfast cereal to eat or the main source of office supplies for your workplace

The first part outlines the 7 steps for making wise decisions. The second part goes through two case studies. To make your calculations easier and more intuitive, you can use a web app specifically developed to use with this process, available at this link:
https://intentionalinsights.org/making-the-rightcall-on-significant-decisions/
Part 1: 7 Steps for Avoiding Disastrous Decisions

Step 1

Write out all relevant attributes for your decision. You can do so on a computer, on paper, or in a mind-mapping software, depending on your preferences, but then put them into this web app for easing your calculations and guiding you through the process.

Step 2

Give weights to each of your attributes, from 1-10 on their importance to you (1 lowest importance, 10 highest).

Step 3

Rank each option that you are considering choosing on all the attributes in a decision matrix table, from 1-10 on how good they are (1-poor, 10-great)
Step 4

Using the table, multiply weights by rankings, and put them in the table to get your top choice.

Step 5

Check with your gut. Does the answer you got feel aligned with your intuitions? Would you be surprised if you looked back and wished you made a different decision? Experiment with adjusting weights and rankings to address gut feelings, but be cautious about trying to get the numbers to fit some predetermined choice.

Step 6

Check for potential thinking errors that are relevant to you personally and play around with adjusting weights and rankings to address such errors. The most significant ones to watch out for are loss aversion, status quo bias, confirmation bias, attentional bias, overconfidence, optimism bias, pessimism bias, and halo and horns effect.
Step 7

Make your choice and stick with it. This precommitment will help reduce feelings of anxiety and doubt, and help you be happier. Don’t go back to reassess unless salient new evidence emerges that would influence your rankings and/or weights. Feelings of doubt don’t constitute salient evidence. Decide in advance what you would consider to constitute salient evidence, so that you are not swayed by attentional bias later.
Part 2: Guidelines for Applying These Steps

Step 1

Write out all relevant attributes for your decision. You can do so on a computer, on paper, or in a mind-mapping software, depending on your preferences, but then put them into this web app in order to ease your calculations and receive guidance throughout the process.

Below are some examples of attributes for different decisions.

Choosing a new city to move to:

Social life, career prospects, culture, leisure activities, cost of living, climate and environment, proximity to friends and family, and other attributes of importance to you.
Choosing a new long-term collaborative business partnership:

The collaborator’s professional experience, the resources involved, the trustworthiness of the collaborator, the collaborator’s fit to your personality/style, long-term prospects

Choosing a new office desk:

Cost, comfort, aesthetics, drawer space, surface space, fit to your office space and other decor, quality of construction and durability, and whatever else you consider salient

Choosing a breakfast cereal:

Calories, other nutrition, convenience, taste, cost, aesthetics, environmental impact, brand, and other attributes you deem significant
Step 2

Give weights to each of your attributes based on their importance to you using numbers between 1 (not important) and 10 (extremely important).

Don’t spend too much time agonizing over the exact numbers. Your goal is to give an intuitive estimation of how important each attribute is to you in comparison to the others. You’ll have an opportunity to revisit the weights later.

NOTE: If you are making this decision as a team - for instance, a team in a corporation deciding on where to move the corporate headquarters – start by discussing the reasons for giving certain weights to each of your attributes as a team. Then, each of you should give your own assessment privately, independently, and anonymously, in order to minimize various biases due to group influence and social hierarchy. This approach has been shown by research to be most likely to result in the best decision.

Below are some examples of weights given to attributes for different decisions.
Choosing a new city to move to:

Let’s say you just graduated from a small liberal arts school and are considering where to move to start searching for a new job. You plan to live in this city for the next few years, and care most about career prospects and cost of living. You care somewhat about social life, leisure, culture, and proximity to friends and family, and a bit about culture and environment. You would care more about the latter attributes if you intended to live there permanently, but you are quite open to moving after you build up your career. So this is how you might weigh the rankings for each:

Social life (6), career prospects (10), culture (6), leisure activities (5), cost of living (8), climate and environment (3), proximity to friends and family (5)

Choosing a new long-term collaborative business partnership:

Let’s say you are deciding whom to go with for a major one-year contract to provide a service
for your business. You want to choose one vendor with whom you’d like to stick not only for the next year, but also longer if you like the partnership. You want to find a balance between the experience of the vendor, the resources involved (in this case, the costs of the service), the trustworthiness of the collaborator, the fit between your personality and style and the collaborator since services involve substantial interactions, and the future long-term prospects of the collaboration. So this is how you might weigh the rankings for each:

Experience (7), costs (8), trustworthiness (8), the collaborator’s fit to your personality/style (6), long-term prospects (4)

**Choosing a new office desk:**

Cost (4), comfort (10), aesthetics (8), desk drawer space (1), desk top space (7), fit to your office space and other decor (8), quality of construction and durability (4)
Choosing a breakfast cereal:

Calories (3), other nutrition (7), convenience (7), taste (6), cost (10), aesthetics (2), environmental impact (4), brand (3)

Step 3

Rank each option on a scale from 1 (poor) to 10 (great) for all the attributes using a decision matrix table.

Below are sample tables for choosing a new city to move to and for choosing a new long-term collaborative business partnership. You can use the same principles to make a table for choosing an office desk or a new breakfast cereal or anything else.

**NOTE**: If you are making this decision as a team, first discuss the reasons for ranking each attribute. Then, each team member should come up with their own rankings privately, independently, and anonymously, in order to minimize biases due to group influence and social hierarchy.
Choosing a new city to move to:

Let’s say that you narrowed your search to five cities because all have friends or family who can help you find a job in your field of marketing: Boston, Houston, Columbus, Los Angeles, and Little Rock.

You’ll rank each one based on your existing evidence for and current beliefs about the quality of each option for each of your attributes. Try to be as objective as possible when doing so, and don’t let your desire for a certain outcome influence your ranking. Don’t spend too much time trying to give an exact ranking. Your goal is to give an intuitive estimation of how important each one is to you in comparison to the others. You’ll have an opportunity to revisit these rankings later.

Social life
You have a number of friends in Boston, who told you good things about social activities there, and you also know you can have a good time with them, so you’ll rank it a 7 as likely
providing you with a good social experience. Your friends in Houston honestly told you that they have trouble making social connections, although they had some success, and so you decided to rank it a 4. Your friends in Columbus have pretty good things to say about its social life, and so you ranked it a 7. Los Angeles, you know from your friends, has a great social life, better than Boston or Columbus. Yet it’s hard to get to different places due to traffic, so you estimate that your social life will have overall less quality than in Boston or Columbus, but better than in Houston, so a 6. Finally, Little Rock, where you grew up and most of your family and many of your friends currently live. You know your social life will be quite good there, but you also will not have as much of an opportunity to grow and have diversity in your social life, so you ranked it 9.
Career
Boston has good marketing opportunities and career growth potential, so a 7. So does Houston. Columbus is slightly better, as it's known as a center for marketing. Los Angeles is best. Little Rock - not so much.

Culture
Boston is pretty great, if a little pricey. Houston, from what your friends told you, does so-so. Columbus does pretty well for a mid-size city. Los Angeles is awesome, but again the traffic and driving issue drag it down. Little Rock doesn't have that much fun cultural stuff going on, from your experience growing up there.

Leisure
Boston has a lot of good stuff, so it's a 7. Houston gets a 5 on this one, according to accounts from your friends. Columbus is pretty good, so a
6. Los Angeles is great, and you especially appreciate the opportunity to explore nature in California, so it gets an 8 in spite of driving challenges. Little Rock has good opportunities for leisure with family, but that comes with a cost of having to attend lots of family activities, so a 5.

*Cost of living*
Boston is pretty expensive, so a 2. Houston gets a 5, as it’s significantly better than Boston. Columbus is even better, a 7. Los Angeles is worst, at 1. Little Rock is pretty good, with the likelihood of family support, so a 9.

*Climate and environment*
Since you don’t like winter, Boston is a 2. Houston, by contrast, is warm and sunny, so a 7. Columbus is decent, so a 5. You really don’t like the idea of living in a place with lots of smog, so Los Angeles gets a 3. Finally, you like the weather in Little Rock, so a 7.
Friends and family
You have a number of friends in Boston, so a 5. Houston has slightly fewer, at a 4, and Columbus a couple more than Boston, so a 6. You don’t have many friends in Los Angeles, so a 2. Little Rock is a 10.

<table>
<thead>
<tr>
<th></th>
<th>Social life (6)</th>
<th>Career (10)</th>
<th>Culture (6)</th>
<th>Leisure activities (5)</th>
<th>Cost of living (8)</th>
<th>Climate and environment (3)</th>
<th>Friends and family (5)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Houston</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Columbus</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Los Angeles</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Little Rock</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

Choosing a new long-term collaborative business partnership:

Let’s say you narrowed your search down to four potential vendors. John leads a local company that has a good history of providing quality services for a relatively high cost. Mary, your friend, is just starting up a new local company that is providing the service you need. Your company would be her first major contract, so she’s willing to cut you a deal. Sierra is the branch manager of a major
national corporation that provides the service for a reasonable price, but has had some customer complaints. Candice is the head of a well-known international company in the Philippines that offers the service you need at a very low cost.

You’ll rank each one based on your existing evidence for and current beliefs about the quality of each option for each of your attributes. Try to be as objective as possible when doing so, and don’t let your desire for a certain outcome influence your ranking. Don’t spend too much time trying to give an exact ranking. Your goal is to give an intuitive estimation of how important each one is to you in comparison to the others. You’ll have an opportunity to revisit these rankings later.

**Experience**

John has solid professional experience, but has never operated outside of the state, whereas you have offices across the United States and Canada, so you rank him a 6. Mary has worked in providing this service, but never led her
own company, so you rank her a 1. Sierra’s company has a good track record of professional experience, so you rank them at a 10. Candice’s company has a good track record, but does not know the market in the US and Canada as well as Sierra’s company, so you rank Candice’s company at an 8.

Costs
John’s services are pricey, so you rank him at 1. Mary is willing to cut you a great deal, so you rank her costs at 10. Sierra’s company provides services that are mid-price range, so you rank them at 5. Candice’s offer came in just a bit above Mary’s, so you rank her at 9.

Trustworthiness
John has a great reputation, but you don’t know him personally and are not fully confident about his ability to provide services well to your offices outside the local area, so you rank him
at 8. You trust Mary as a friend, and know she won’t deceive you intentionally. However, you also know she doesn’t have much experience running a business, and so rank the trustworthiness at 6 to account for that. For Sierra, the company has had some mixed reviews, so you put the trustworthiness at 5. You’re really not sure about Candice, because while her company has had good reviews internationally, it does not have a lot of experience in the US, so you rank her at 3.

Fit to your personality/style
You like John’s straight-talking manner and honesty, and think you’ll be a solid fit, so rank him at 8. Mary’s a good friend, and you rank her at 10. Sierra is appropriately professional, but you don’t really click, so you rank her at 4. Candice has struck you as someone who is over-eager for your business, and you’re not sure about her, so you rank her at 3.
**Long-term prospects**

You think John has pretty solid long-term potential, with the caveat of concerns about lack of experience across the US and Canada, so an 8. You are confident Mary will succeed in the long run, and put a 7. Sierra has really solid long-term prospects, as the company has been around for a while, so a 10. Candice’s company has been around for as long as Sierra’s, so if everything works out for the year-long contract, it will be fine in the long run, so a 10.

<table>
<thead>
<tr>
<th></th>
<th>Experience (7)</th>
<th>Costs (8)</th>
<th>Trustworthiness (8)</th>
<th>Fit (6)</th>
<th>Long-term prospects (4)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>John</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Mary</td>
<td>1</td>
<td>10</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Sierra</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Candice</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

**Step 4**

Using the table from the previous step, multiply weights by rankings and put the result in the *Total*
Choosing a new city to move to:

Boston

Social life
Weight 6
Ranking 7
Total score $6 \times 7 = 42$

Career
Weight 10
Ranking 7
Total score $10 \times 7 = 70$

Culture
Weight 6
Ranking 9
Total score $6 \times 9 = 54$

Leisure activities
Weight 5
Ranking 7
Total score $5 \times 7 = 35$
Cost of living
- Weight: 8
- Ranking: 2
- Total score: $8 \times 2 = 16$

Climate and environment
- Weight: 3
- Ranking: 2
- Total score: $3 \times 2 = 6$

Friends and family
- Weight: 5
- Ranking: 5
- Total score: $5 \times 5 = 25$

Total for Boston
$$42 + 70 + 54 + 35 + 16 + 6 + 25 = 248$$

Continue to do the same math for each city, and you will get the results below.

<table>
<thead>
<tr>
<th></th>
<th>Social life (6)</th>
<th>Career (10)</th>
<th>Culture (6)</th>
<th>Leisure activities (5)</th>
<th>Cost of living (8)</th>
<th>Climate and environment (3)</th>
<th>Friends and family (5)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>248</td>
</tr>
<tr>
<td>Houston</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>224</td>
</tr>
<tr>
<td>Columbus</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>295</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>245</td>
</tr>
<tr>
<td>Little Rock</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td>280</td>
</tr>
</tbody>
</table>
The top choice is Columbus, closely followed by Little Rock.

**Choosing a new long-term collaborative business partnership:**

*John*

**Experience**
- Weight: 7
- Ranking: 6
- Total score: $6 \times 7 = 42$

**Costs**
- Weight: 8
- Ranking: 1
- Total score: $8 \times 1 = 8$

**Trustworthiness**
- Weight: 8
- Ranking: 8
- Total score: $8 \times 8 = 64$
Fit

<table>
<thead>
<tr>
<th></th>
<th>Weight</th>
<th>Ranking</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>6</td>
<td>8</td>
<td>48</td>
</tr>
</tbody>
</table>

Long-term prospects

<table>
<thead>
<tr>
<th></th>
<th>Weight</th>
<th>Ranking</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>4</td>
<td>8</td>
<td>36</td>
</tr>
</tbody>
</table>

Total for John

\[42 + 8 + 64 + 48 + 36 = 198\]

Continue to do the same math for each vendor, and you will get the results below.

<table>
<thead>
<tr>
<th></th>
<th>Experience (7)</th>
<th>Costs (8)</th>
<th>Trustworthiness (8)</th>
<th>Fit (6)</th>
<th>Long-term prospects (4)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>John</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>198</td>
</tr>
<tr>
<td>Mary</td>
<td>1</td>
<td>10</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>223</td>
</tr>
<tr>
<td>Sierra</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>214</td>
</tr>
<tr>
<td>Candice</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>192</td>
</tr>
</tbody>
</table>

The top choice is Mary, followed by Sierra.
Step 5

Check with your gut. Does the answer you got feel aligned with your intuitions? Would you be surprised if you looked back and wished you made a different decision? Experiment with adjusting weights and rankings to address gut feelings, but be cautious about trying to get the numbers to fit some predetermined choice.

**NOTE:** If you are making this decision as a team, each team member should do this step privately, independently, and anonymously, in order to minimize biases due to group influence and social hierarchy.

**Choosing a new city to move to:**

Looking back at the choices, you are surprised that your home town (score 280, second highest) came so close to the top (highest score was 295), because you just graduated from college and are choosing a new place to move to. You notice in your gut a certain reluctance to go back to Little Rock, despite the comfort of friends and family. You introspect and figure out that what’s
bothering you is that you would feel like you would be going back to a stage of your life that you outgrew. You want to develop further and feel like the closeness of your family and old friends would be stifling your opportunities to develop as an independent adult. So you go back and revise the weight on proximity to friends and family to 3 instead of 5. Here’s the new table:

<table>
<thead>
<tr>
<th></th>
<th>Social life (6)</th>
<th>Career (10)</th>
<th>Culture (6)</th>
<th>Leisure activities (5)</th>
<th>Cost of living (8)</th>
<th>Climate and environment (3)</th>
<th>Friends and family (3)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>238</td>
</tr>
<tr>
<td>Houston</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>216</td>
</tr>
<tr>
<td>Columbus</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>283</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>241</td>
</tr>
<tr>
<td>Little Rock</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td>260</td>
</tr>
</tbody>
</table>

The updated totals place your home town, Little Rock, at 260, further behind Columbus, which is now at 283. Your gut feels more comfortable with this larger gap.
Choosing a new long-term collaborative business partnership:

Looking over the numbers, you realize that you actually value long-term prospects more than you initially thought. You don’t want to keep making this decision year after year if the collaboration doesn’t work out. So you raise the weight on long-term prospects to 6 instead of 4, and do the math again. The table now looks as follows:

<table>
<thead>
<tr>
<th></th>
<th>Experience (7)</th>
<th>Costs (8)</th>
<th>Trustworthiness (8)</th>
<th>Fit (6)</th>
<th>Long term prospects (6)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>John</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>214</td>
</tr>
<tr>
<td>Mary</td>
<td>1</td>
<td>10</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>237</td>
</tr>
<tr>
<td>Sierra</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>234</td>
</tr>
<tr>
<td>Candice</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>212</td>
</tr>
</tbody>
</table>

The top choice is still Mary, but now it’s almost a tie with Sierra, and you find yourself reluctant to go with the top choice.

You review the weights again and decide that you’d like to assign a higher value to fit, because having a good fit to your personality and style is a significant component of how
successful a new business relationship would be. As a result, you give Fit a weight of 8 instead of 6.

<table>
<thead>
<tr>
<th></th>
<th>Experience (7)</th>
<th>Costs (8)</th>
<th>Trustworthiness (8)</th>
<th>Fit (8)</th>
<th>Long-term prospects (6)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>John</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>230</td>
</tr>
<tr>
<td>Mary</td>
<td>1</td>
<td>10</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>257</td>
</tr>
<tr>
<td>Sierra</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>242</td>
</tr>
<tr>
<td>Candice</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>218</td>
</tr>
</tbody>
</table>

Now Mary is in first place and Sierra is a significantly more distant second place.

**Step 6**

Check for potential thinking errors that are relevant to you personally and play around with adjusting weights and rankings to address potential thinking errors. The most significant ones to watch out for are loss aversion, status quo bias, confirmation bias, attentional bias, overconfidence, optimism bias, pessimism bias, and halo and horns effect.

**NOTE:** If you are making this decision as a team, start by providing an overview of the common thinking errors for the team. Then each team member should
complete this step privately, independently, and anonymously, in order to minimize biases due to group influence and social hierarchy.

**Choosing a new city to move to:**

Let’s say you acknowledge that you tend to be overconfident and optimistic. In fact, research suggests that both of these are very common cognitive biases. You consider whether this might influence your decision-making and decide that these biases might influence your assessment of career prospects. So you decrease your evaluation of your career ranking - not the weight of the attribute - for each city by two. Here is the new table.

<table>
<thead>
<tr>
<th>City</th>
<th>Social life</th>
<th>Career</th>
<th>Culture</th>
<th>Leisure activities</th>
<th>Cost of living</th>
<th>Climate and environment</th>
<th>Friends and family</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston</td>
<td>7</td>
<td>5</td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>218</td>
</tr>
<tr>
<td>Houston</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>196</td>
</tr>
<tr>
<td>Columbus</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>263</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>221</td>
</tr>
<tr>
<td>Little Rock</td>
<td>9</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>9</td>
<td>7</td>
<td>10</td>
<td>240</td>
</tr>
</tbody>
</table>
Now Columbus is at 263, still in first place ahead of Little Rock, which is at 240.

Choosing a new long-term collaborative business partnership:

You evaluate the situation and have to admit to yourself that you are probably suffering from some halo effect with regards to Mary. This thinking error causes us to think better of a person as a whole if we like one aspect of that person. Being honest with yourself, you know that most new businesses fail, and you should downgrade Mary’s long-term prospects. So you change her ranking on the attribute of long-term prospects from 7 to 3.

<table>
<thead>
<tr>
<th></th>
<th>Experience (7)</th>
<th>Costs (8)</th>
<th>Trustworthiness (8)</th>
<th>Fit (8)</th>
<th>Long-term prospects (6)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>John</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>230</td>
</tr>
<tr>
<td>Mary</td>
<td>1</td>
<td>10</td>
<td>6</td>
<td>10</td>
<td>3</td>
<td>233</td>
</tr>
<tr>
<td>Sierra</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>242</td>
</tr>
<tr>
<td>Candice</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>218</td>
</tr>
</tbody>
</table>

Now the top choice is Sierra, with Mary in second place and only slightly ahead of John, who is in third.
Step 7

Make your choice and stick with it. Precommitment will help reduce feelings of anxiety and doubt and will help you be happier. Don’t go back to reassess unless salient new evidence emerges that would influence your rankings and/or weights. Feelings of doubt don’t constitute salient evidence. Decide in advance what you would consider to constitute salient evidence, so that you are not swayed by attentional bias later.

**Choosing a new city to move to:**

You choose to move to Columbus. Since you know you don’t really want to be in your second-place city, Little Rock, you don’t look back on your decision.

**Choosing a new long-term collaborative business partnership:**

You confidently choose to work with Sierra and the national company that
she represents, and you delicately break the disappointing news to Mary.

Final Thoughts

These are the key 7 research-based steps to effective decision-making for any significant decision with multiple options and attributes to consider. This approach can be used for any area of life: professional, financial, social, romantic, civic, philanthropic, leisure, etc. It can be used by individuals, teams, organizations, or institutions. This should help you make the wisest possible decision toward reaching your goals.
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Chapter 16:

Guidelines on Conducting a Premortem to Avoid Project or Process Disasters

These guidelines help you avoid project or process disasters by identifying and solving problems before they occur, by guiding you through a project premortem exercise and relying on behavioral science research on hindsight and prospective hindsight. Unlike a postmortem, where you analyze after the fact why a project failed, a premortem helps you analyze in advance all the reasons for why a project or process might fail and address these reasons. It should be used at the start of any significant project and to check in regularly on processes. The premortem exercise is best done in teams, and should involve all relevant stakeholders, or representatives of all relevant stakeholders.
You can also do the premortem by yourself for an individual decision, but consider showing it to others to get their external perspective on whether you actually addressed all the salient issues.

**Part 1: 6 Steps for Conducting a Premortem Exercise to Avoid Project or Process Disasters**

**Step 1**

Gather all the people relevant for making the decision in the room, or representatives of the stakeholders if there are too many to have in a group (a good number is 6, and not more than 10 people to ensure a manageable discussion). Make sure the people in the room have the most expertise in the decision to be made, rather than simply gathering the higher-up personnel. The goal is to address what might go wrong and how to fix it, and expertise here is as important as authority. At the same time, have some people with the power to decide how to address problems that might be uncovered. Consider recruiting an independent
facilitator who is not part of the team to help guide the exercise. If you are making the decision by yourself, write out various stakeholders that are relevant to the project - even different aspects of yourself that have competing goals.

**Step 2**

Explain the exercise to everyone by describing all the steps, so that all participants are on the same page about the exercise.

**Step 3**

Hold a briefing on the project or process, and then ask all the stakeholders to imagine that they are in a future where the project or process definitely failed. Then, have each participant ANONYMOUSLY write out plausible reasons for this disaster. These should include internal decisions under the control of the project team, such as cost and staffing, as well as external events, such as an innovation introduced by a competitor. Encourage participants to focus particularly on reasons they would not typically bring up because it would be seen as rude or impolitic, such as criticizing someone’s competency,
or even dangerous to one’s career, such as criticizing the organization’s strategy. Emphasize that everyone’s statements will remain anonymous. The facilitator gathers everyone’s statements, and then reads aloud all the reasons for project failure, ensuring anonymity in the process. If you are doing the premortem by yourself, write out separate reasons for project failure from the perspective of each relevant role.

**Step 4**

Discuss all the reasons brought up, paying particular attention to ones that are rude, impolitic, and dangerous to careers. Then assess ANONYMOUSLY the probability of each reason for failure, ideally placing percentage probabilities, or if this is difficult, using terms like “highly likely”, “somewhat likely”, “unlikely”, and “very unlikely.” Also consider how harmful each reason for failure might be, and pay more attention to the ones that are most harmful. Here, the expertise of individual members of the team will be especially useful. The leader or person assigned as note-taker writes down all the problems brought up, as well as assessments of the
probabilities. If you are doing the premortem by yourself, get outside input at this stage.

**Step 5**

Decide on several failures that are most relevant to focus on, and brainstorm ways of solving these. For this step, it is especially important to have people with authority in the room. The leader or note-taker writes down the possible solutions. If you are doing the premortem by yourself, get outside input at this stage.

**Step 6**

The leader revises the project or process based on the feedback, and, if needed, repeats the exercise.
Part 2:
Two Case Studies Illustrating the Steps in a Premortem Exercise

Step 1

Case Study A

Mid-sized software consulting company based in San Francisco of about 300 employees wanted to transition to a new performance management system, from one where software engineers are evaluated based on hours billed, to a team-based, peer review evaluation system. The leader of the transition project was the Vice-President in charge of Human Resources, who asked me (the author of the tip sheet) to serve as the facilitator. Based on our analysis of the relevant stakeholders, we gathered the following: the HR VP, the CEO, the Finances VP, two mid-level managers in charge of engineers, and two engineers, one who is typical of the majority of white males in the company and one hispanic woman female who heads the Diversity committee in the company.
Case Study B

The Executive Director (ED) of a mid-sized nonprofit was making a decision on whether to seek a different job. He turned to me as his executive coach, and asked for guidance. I recommended the premortem exercise, and coached him through writing out a variety of relevant roles: the part of him oriented toward improving the world, the part of him that cared about financial security, the part of him focused on his mental and emotional well-being, and the part of him concerned about the mission of the nonprofit where he worked.

Step 2

Case Study A

The HR VP asked me to explain the exercise to all the participants. I outlined the basics, and the CEO pushed back on the question of anonymity. I explained that it is especially important for everyone to be assured of anonymity to avoid several problems that typically accompany group decision-making.
• The phenomenon of groupthink, when everyone forms a consensus opinion based on the prevailing opinion of people with authority in the room.
• The overconfidence bias, the intuitive tendency to be overconfident, especially by those invested in any given project.
• The shoot-the-messenger or mum effect, the tendency to avoid passing bad news up the organizational hierarchy for fear of being associated with negative information by one’s bosses.

Eventually, after some more back-and-forth, the CEO agreed about the importance of anonymity.

**Case Study B**

I explained the relevant steps to the ED, and he was fine with it.

**Step 3**

**Case Study A**

All the team participants spent 15 minutes writing out a variety of reasons for project failure
that seemed plausible to them. Besides the predictable responses, a number of unexpected reasons came out that the project leader, the HR VP, did not anticipate:

1) Failure because the upper management did not have sufficient buy-in for the new performance management process, and would not be willing to bear the short-term pains of change for the long-term benefits.

2) Failure because the team-based peer review system would be unfair and discriminatory to minority software engineers, since white males would be likely to rank other white males higher.

3) Failure due to the potential of silos, where teams focused only on the well-being of their projects and did not collaborate across teams.

4) Failure due to misalignment of financial incentives with client needs, with team members giving each other positive reviews even if the clients were dissatisfied.
These concerns did not emerge earlier, in part because they were somewhat awkward and politically dangerous to voice. The premortem exercise enabled these concerns to be heard and addressed.

**Case Study B**

The ED spent about 40 minutes writing out a variety of reasons for failure from the different perspectives. Some unexpected ones were:

1) Failure because the nonprofit where the ED currently works would suffer greatly and even close up because the ED left (the ED was the founder of the nonprofit).

2) Failure due to the ED not having sufficient digital savvy for many of the new jobs he would be interested in taking.

3) Failure because the ED would be leaving an environment where he was the founder and had certain privileges that an ordinary ED would not have, to an environment where he would not be, thus undermining both his job performance and mental health and well-being.
Step 4

Case Study A

For concern 1, the team members estimated the probability at 20%.
For concern 2, the probability estimate was 60%.
For concern 3, the probability estimate was 30%.
For concern 4, the probability estimate was 55%.

The team members rated concern 2 as especially dangerous, as it would harm the internal culture of the organization and might pave the way to lawsuits as well.

Case Study B

For concern 1, the ED set a probability estimate of 40%.
For concern 2, the probability estimate was 30%.
For concern 3, the probability was 70%.
The ED was especially worried about concern 3, not only due to its high probability, but also due to his history of mental illness.
Step 5

Case Study A

For concern 1, the solution was relatively easy: the CEO and other senior staff committed to evaluating the transition from a long-term perspective, giving the implementation 12 months before evaluating the results.

For concern 2, the solution was somewhat harder. After an extensive discussion, it was decided that: A) this concern would be highlighted to teams prior to every peer review evaluation, and B) the team-based peer review system itself would be evaluated for any sort of systemic bias against minorities by the Diversity committee, and the scores of minorities would be adjusted for any discrimination. This turned out to be a particularly healthy conversation, as one outcome of the peer review system would be to make explicit any implicit bias, and thus enable the team to address such bias proactively.
For concern 3, the team-based peer review system was adjusted to include teams evaluating other teams with whom they were collaborating, with part of the performance bonus for each team determined by this evaluation. The evaluation of teams by other teams made each team accountable to those they collaborated with - for instance, the software development team was evaluated by the marketing team that marketed the software developed by the software development team. The evaluation of teams by other teams reduced the likelihood of any silos.

For concern 4, the group decided to revise the team-based peer review system to give middle-level managers - the personnel who coordinated with clients - an evaluation of the team itself based on meeting client expectations and needs, with the performance bonus for the team coming in part from the middle-level manager evaluation.
Case Study B

For concern 1, the ED and I discussed the matter, and came to a conclusion that it would be highly unlikely for the nonprofit to suffer greatly or fail - his concern was exaggerated, in other words. We revised the estimate down to 5%, and he was comfortable with that scenario.

For concern 2, the ED decided to address it through getting professional development in various digital skills that he previously left to his subordinates before looking for a new position.

For concern 3, the ED committed to getting a professional mentor who worked as an ED in several nonprofits to help in his professional transition.

Step 6

Case Study A

The HR VP introduced the needed revisions into the plan, and the company decided that another premortem was not needed. They implemented
the performance management transition, and the 12-month evaluation afterward showed an increase in productivity by 23% and client satisfaction by 27%.

**Case Study B**

The ED engaged in intense professional development in digital skills by taking several classes, and also worked with his professional mentor, and then repeated the premortem in three months. We did not uncover any salient new problems, and he began his job search. It took a bit longer than he thought it would, as digital skills did prove to be a problem, but his professional development in those skills, evidenced by the classes he was taking, helped address the concerns of potential employers. He found a job four months after he began looking for it, and was quite successful in his new position.
Final Thoughts

These 6 steps to avoiding failure by conducting a premortem can be applied to projects or processes in any area of life, professional or personal. It can be used by individuals, but is especially effective for teams, organizations, or institutions. This should help maximize your likelihood of avoiding failure on any project or process!
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Conclusion

Congratulations! Since you’ve read this book, you now have realistic expectations and true beliefs, and can make the best decisions possible for yourself, your team, and your organization.

Just kidding! Learning about the research-based skills in this book is just the start. It might be a cliché, but it’s also an accurate statement: truth-seeking is a journey, not a destination. More than that, truth-seeking is a skill, and research suggests that as any skill, it takes thousands of hours of deliberate practice to gain mastery. However, you can gain a pretty decent level in most skills in a much shorter time period, given appropriate instruction and an opportunity to engage in deliberate practice.

This book provides the manual for truth-seeking skills, and the world provides an unfortunate overabundance of opportunities for deliberate practice in this domain. Do not simply close the pages of this book and put it away: keep referring to its various chapters as you engage in such practice in the world around you. As you encounter various life situations that remind you of what you read in
this book, return to the relevant chapter and reread it. Try out the strategies there, and see what works best for you. Adapt them to your life, preferences, and personality, following the approach described in the chapter on advice. Integrate them into your organization through holding trainings, providing people with a copy of this book, and using the two decision-making strategies on avoiding disastrous decisions and avoiding disasters in projects or processes.

Practicing the skills of truth-seeking will help you develop more realistic expectations and accurate beliefs, which are necessary but not sufficient for making wise decisions that would help you achieve your goals. If you want to learn about these, check out the articles, videos, tip sheets, books, and apps at intentionalinsights.org and sign up to the Intentional Insights newsletter. If you would like to bring me in as a speaker, consultant, or coach, email me at gleb@intentionalinsights.org and check out my offerings at GlebTsipursky.com.

Please also email me any questions you might have about any aspects of the book, or with your feedback about the book; I also invite you to leave
reviews on Amazon.com and on Goodreads.com. Thank you, and I wish you well on your truth-seeking journey!
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These three books seek to examine the systematic and predictable irrationalities inherent in human thinking. The author's aim is to make people aware of these irrationalities in the hope of helping individuals make more rational decisions, of helping policymakers make more pragmatic public policy and regulations, and helping organizations develop more effective methods of meeting their goals. The style of the book is to list various studies about how our brains go wrong, and then expand on the concepts behind them, while making some
suggestions about how to improve our thinking and decision-making patterns.


This book on willpower and ego depletion is co-written by a prominent psychologist, Baumeister, and a New York Times science reporter, Tierney. Its style combines research, stories, and some advice. The book describes how self-control, which this book refers to as willpower, results in good life outcomes, and goes through how to improve willpower in a number of different contexts. Note that recent research.


This book summarizes the research on emotional intelligence. It examines the four fundamental domains of emotional intelligence: self-awareness, self-management, social awareness, and relationship management. In each of these domains, it explores how to gain
better emotional intelligence to achieve our goals.


Social neuroscience is a recent subfield that has discovered that our brain’s very design makes it sociable, inexorably drawn into an intimate brain to brain linkup whenever we engage with another person. That neural bridge lets us affect the brain and thus the body of everyone we engage with, just as they do to us. That link is a double-edged sword, as nourishing relationships have a beneficial impact on our mental and physical health, while toxic ones undermine our wellbeing. This book explores the recent findings in social neuroscience, and provides some ideas about how we can manage our mental and physical health in our social engagements, both ourselves and with those we interact.


The authors depict the primary obstacle in achieving positive change as a conflict that is
built into our brains between the rational mind and the emotional mind. The book uses a story-driven narrative to describe how we can achieve transformative change at any level, from our personal health to society as a whole.


In this work the author, a recipient of the Nobel Prize in Economic Sciences for his seminal work in psychology that challenged the rational model of judgment and decision making, has brought together his many years of research and thinking in one book. The author aims to introduce into everyday conversations a better understanding of the nature of and the systematic errors in our judgment, choice, and behavior.


The author argues that neuroscience is in the process of deeply impacting our society, and will become a powerful daily life element in the first half of the 21st century. This is because our expanded understanding of the brain is
increasingly powerfully impacting our understanding of how people think and behave.


The book draws on research in psychology and behavioral economics to defend the concept of libertarian paternalism, namely “nudging” people into being happy and successful through public policy. Sunstein and Thaler state that "the libertarian aspect of our strategies lies in the straightforward insistence that, in general, people should be free to do what they like-and to opt out of undesirable arrangements if they want to do so" (pg. 5). The paternalistic portion of the term "lies in the claim that it is legitimate for choice architects to try to influence people's behavior in order to make their lives longer, healthier, and better" (pg. 5).


The author questions people's reliance on common sense assumptions to understand how other individuals and groups will make decisions and behave. People’s common sense
assumptions of the behavior of others are based on their own common sense understanding of the world, which differs to a smaller or larger extent, from the way other people think about and thus behave in the world; moreover, people generally do not take important environmental factors into consideration when thinking about and predicting the behavior of others. The author suggests instead the need to question our common sense beliefs, to reflect on how other people might have a different common sense than we do, and to rely more on social science to explain how other people will think and behave.